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Abstract—As different frame lost will lead to different distortion for stereoscopic video sequence, we take into account the temporal and spatial correlation of stereo video, error diffusion characteristics left and of right view frame, as well as recursion theory. Based on the above, we put forward a frame important distinction model of stereoscopic video based on content. The experimental results show that the model can be applied for stereoscopic video sequences with different motion intensity and disparity, accordingly, code ends can accurately estimate the importance of each frame for terminal perception. Finally, the applicability of the model is discussed.

Index Terms—Frame Importance; Content Perception; Error Diffusion; Spatial-Temporal Correlation

I. INTRODUCTION

In recent years, researches on technologies related with stereo video have achieved much attention along with the rapid development of multimedia [1-2]. As the amount of stereo video data is very huge, due to insufficient bandwidth, transmission delay and delay jitter during the video stream transmission process, quality of terminal perception will be reduced. In stereo video, as different frame and different content play different role on terminal perception, the sensitive level for loss is also different [3]. Hence, it is essential to focus on how to distinguish the importance of stereo video frame as to improve the transmission efficiency by carrying out differentiated services [4].

Currently, there are two ways to distinguish the frame importance. One way is based on the dependent relationship of the code to distinct the frame importance. In one Group of Picture (GOP), frame I is generally considered as the most important part, then followed by frame P and frame B [5]. Hartanto F and Sirisena H R. Hybrid (1999) suggest a way to determine the frame importance according to different frame type, and the importance of frame I and frame P is set as1.15:0.35 [6]. Lin C H and other scholars propose importance model based on the position of frame and coding sequence of video data from the viewpoint of data frame error recovery, and frame I, frame B and frame P are divided into different levels to guide the data transmission [7-8]. Since the content characteristics of stereoscopic video frame are different, it is not reasonable to distinguish frame importance by position because the above methods ignore the relationship between video frames and the effects of error diffusion. Yang et al (2009) take error diffusion into consideration and establish the ELEP model to measure the frame importance [9]. The model assumes that the earlier errors occur, more serious error diffuse, and the greater impact on the subsequent frames. Thus, the relationship between frame importance and its position in the GOP is approximately linear. However, the video sequence factor is not considered in the ELEP model, thus it fails to reflect the difference between high motion sequence and low motion sequence.

The second way is to distinguish video content that based on grammatical structure. The current H.264/AVC [10] divides the video data into three levels by encoded film to distinguish the importance. Scalable coding, such as fine scalable coding and progressive fine granularity scalable coding divide coding data into the base layer and enhancement layer [11-12], and subsequent enhancement layer must rely on the basic layer data decoding. So it is considered that the importance of basic layer is higher than the subsequent enhancement one. Though the method based on grammar structure based is simple, it is not accurate enough to make quantitative analysis.

The above analysis shows the impact of video content characteristics on the frame importance are not considered in the above two methods, therefore it can not accurately reflect the contribution of frame to the terminal perception, and they are only suitable for single-view video. Compared with the single-view video, stereo video asks for deeper and differentiated information, relying on higher spatial-temporal correlation and coding-decoding dependency, and the error diffusion relationship between left and right views is more complex. Therefore, it is more complex to distinguish the frame importance.

This paper aims to establish a frame importance model of stereoscopic video based on content-aware by taking into consideration of video content characteristics, spatial-temporal correlation, disparity information as well as network transmission and error concealment algorithm.

Section II analyzes measuring methods of the frame importance of stereo video, a frame importance model of stereo view is presented. In Section III, simulations are conducted to validate the frame importance model. Finally, paper is concluded in Section IV.

II. FRAME IMPORTANCE MODEL OF STEREO VIDEO

Since different video frame and content make different
contribution to the perception of the terminal video, stereo video frame importance is defined as follows in this paper: loss of one frame of stereo video will distort the entire sequence, and greater distortion shows that greater contribution to the perception made by the frame.

In this thesis, stereo video coding structure is IPPP, and the first frame is coded as frame I, while the remaining frames are coded as frame P, moreover, frame I is regarded as the most important frame. As stream of stereo video encodings have predictive relationship, loss of one frame not only distorts current frame, but also affects the subsequent frames. So important parameters of the stereo video s view t moment frames can be expressed as:

\[ I_{s,t} = I_{s,t} + I_{p,s,t} \]  

(1)

\( I_{s,t} \) refers to the error concealment distortion whose distortion is caused by a lost frame after error recovery. \( I_{p,s,t} \) refers to the error diffusion distortion as the loss of one frame may affect the subsequent frames. Because the frame importance measure is related with the specific frame error concealment methods, “frame copy” error concealment method is employed in this thesis for data recovery, which is to copy the previous frame of the same view when a frame of left view is lost. Due to special location, left view first frame will be copied when the first frame of right view is lost.

Stereo video has left and right view and different coding. During the process of encoding and decoding, right view frames will refer to left view ones while the left view frames will not refer to the right one, hence their error diffusion differ. In the following section, we will make research on frame importance model in left and right view.

A. Frame Importance Model of Right View

In light view, its previous frame will be copied when a frame is lost, therefore, the error concealment distortion can be seen as:

\[ I_{s,t} = D(s,t) \]  

(2)

where \( D(s,t) \) represents mean square error (MSE) between frame of right view and left view at t time. Loss of right view frame only affects subsequent right view frames, thus its distortion is only related to inter-coded macroblocks (MB). Assuming the subsequent frame intra prediction ratio is \( \beta \). When a frame lost, the effect to the subsequent frame:

\[ D(s,t+\lambda) = (1-\beta) * \alpha * D(s,t+\lambda - 1) \]  

the distortion of the subsequent frame due to loss of one frame can be seen as:

\[ D(s,t+\lambda) = (1-\beta)^{s} * \alpha^{s} * D(s,t) \]  

(3)

(4)

Parameter \( \alpha \) is error diffusion factor which shows distortion ratio of next frame macroblocks participating prediction and present frame. \( \alpha \) involves with sequential movement intensity and it is smaller than 1 but bigger than 0 in a video sequence which changes steadily, we can assume \( \alpha = (1-\beta)^{2} \). Therefore, the error diffusion distortion can be derived as:

\[ I_{p,s,t} = D(s,t+1) + D(s,t+2) + \ldots + D(s,t + \lambda) \]

\[ = (1-\beta) * \alpha * D(s,t) + (1-\beta)^{s} * \alpha^{s} * D(s,t) + \ldots + (1-\beta)^{s} * \alpha^{s} * D(s,t) \]

\[ = (1-\beta) * \alpha^{s} * \left[(1-\beta)^{s} * \alpha^{s}\right] * D(s,t) \]  

(5)

\[ = \frac{1-(1-\beta)^{s} * \alpha^{s}}{1-(1-\beta)^{s} * \alpha^{s}} * D(s,t) \]

In conclusion, the expected frame importance in right view is given by:

\[ I(s,t) = I_{s,t} + I_{p,s,t} \]

\[ = D(s,t) + \left[1-(1-\beta)^{s} * \alpha^{s}\right] * D(s,t) \]

\[ = \left[1-(1-\beta)^{s} * \alpha^{s}\right] * D(s,t) \]  

(6)

(7)

where s=1, \( D(0,0)=0 \).

B. Frame Importance Model of Left View

For the left video frames, error concealment distortion can be derived as follows:

\[ I_{s,t} = D(s,t)(s=0) \]  

(8)

Loss of a frame in left view will affect all subsequent frames, and the error diffusion can be denoted as:

\[ I_{p,s,t} = I_{pl,s,t} + I_{pr,s,t}(s=0) \]  

(9)

\( I_{pl,s,t} \) means the total distortion of subsequent left view frames due to the loss of left view frame , while \( I_{pr,s,t} \) is the total distortion of subsequent right view frames due to the loss of left view frame. Similar as the previous section, \( I_{pr,s,t} \) can be derived as:

\[ I_{pl,s,t} = D(s,t+1) + D(s,t+2) + \ldots + D(s,t + \lambda) \]

\[ = (1-\beta) * \alpha * D(s,t) + (1-\beta)^{s} * \alpha^{s} * D(s,t) + \ldots + (1-\beta)^{s} * \alpha^{s} * D(s,t) \]

\[ = (1-\beta) * \alpha^{s} * \left[(1-\beta)^{s} * \alpha^{s}\right] * D(s,t) \]  

\[ = \frac{1-(1-\beta)^{s} * \alpha^{s}}{1-(1-\beta)^{s} * \alpha^{s}} * D(s,t) \]

\[ = \left[1-(1-\beta)^{s} * \alpha^{s}\right] * D(s,t) \]  

(10)

(11)

(12)

(13)

(14)

Error diffusion distortion of the subsequent right view frames caused by the loss of left view frame can be
derived by weighing of previous view frames’ distortion at present viewpoint and same view frames’ distortion previously, so, error diffusion distortion for subsequent \( \lambda \) frame in right view can be expressed as:

\[
D(s+1,t+\lambda) = (1-\beta)^\ast(1-\gamma)^\ast\omega_1^\ast D(s,t+\lambda) + (1-\beta)^\ast \gamma \omega_2^\ast D(s+1,t+\lambda-1) = a^\ast D(s,t+\lambda) + b^\ast D(s+1,t+\lambda-1)
\]

where \( a = (1-\beta)^\ast(1-\gamma)^\ast\omega_1 \) , \( b = (1-\beta)^\ast \gamma \omega_2 \) , \( \gamma \) is the proportion of intra-frame prediction, while Beta stands for inter prediction ratio, and \( \omega_1 \) and \( \omega_2 \) are weighting factors, and \( \omega_1 + \omega_2 = 1 \). Therefore, total distortion for subsequent \( \lambda \) frame in right view can be expressed as:

\[
I_{p}(s,t) = I_{pr}(s,t) + I_{ps}(s,t) = \frac{1-\alpha^\ast\alpha_{\lambda}+\alpha_{\lambda}^\ast\alpha}{1-\alpha^\ast\alpha_{\lambda}} \ast D(s,t)
\]

\[
= \sum_{j=0}^{\lambda} \left[ \frac{1-\alpha^\ast\alpha_{\lambda}+\alpha_{\lambda}^\ast\alpha}{1-\alpha^\ast\alpha_{\lambda}} \right] D(s,t)
\]

In summary, the expected frame importance in left view can be indicated as:

\[
I_l(s,t) = I_l(s,t) + I_p(s,t)
\]

\[
= I_{lr}(s,t) + I_{pl}(s,t) + I_{pr}(s,t)
\]

where \( \lambda \) refers to the number of subsequent frames,

\[
a = (1-\beta)^\ast(1-\gamma)^\ast\omega_1 \] , \( b = (1-\beta)^\ast \gamma \omega_2 \) , \( c = (1-\beta)^\ast \alpha \)
In this section, we present simulations to verify our analysis and evaluate the performance of our proposed frame importance model of stereoscopic video.

We select standard testing sequence for performance evaluation, i.e., a high motion sequence “crowd”, and a low motion sequence “book”. The frame rate is set to 30 frames per second (fps). QP takes the constant 28. Stereoscopic video are encoded as standard H.264/MVC on JM18.2 platform. The P-frame data is subject to random frame loss at rates of 10%. We make error recovery based on the aforesaid error concealment method, and experimental results are shown in Figure I and Figure II. PSNR (Peak Signal to Noise Ratio) represents frame importance. We define stereo video frame importance as average PSNR of stereo video after loss of one frame, the importance of one frame is inversely proportional to model value, then we convert MSE to PSNR, which using the simple relation $PSNR = 10\log_{10} \frac{255^2}{MSE}$, results shown in Figure III and Figure IV. In order to simulate the random packet loss in network, we take many different experiments in the same condition and calculate their average.

![Figure 1](image1.png)

**Figure 1.** The total distortion of entire sequence due to loss of one crowd frame

![Figure 2](image2.png)

**Figure 2.** The total distortion of entire sequence due to loss of one book frame
In order to better reflect the model accuracy, comparative results between predictive value and actual value was given in Table I. Because the time correlation is stronger in a slow motion sequence, and frame loss for the frame and the subsequent frame is smaller, therefore the true value is

<table>
<thead>
<tr>
<th>View point</th>
<th>Sequence</th>
<th>Book</th>
<th>Crowd</th>
<th>Flamenco2</th>
<th>Rollerblade</th>
<th>Aquarium</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predictive value of left view(MSE)</td>
<td>1478.23</td>
<td>1562.81</td>
<td>1188.03</td>
<td>1366.71</td>
<td>1552.55</td>
<td></td>
</tr>
<tr>
<td>Actual value of left view(MSE)</td>
<td>1616.67</td>
<td>1660.15</td>
<td>1165.66</td>
<td>1350.22</td>
<td>1545.68</td>
<td></td>
</tr>
<tr>
<td>Predictive value of right view(MSE)</td>
<td>1436.99</td>
<td>5520.92</td>
<td>1845.88</td>
<td>1543.22</td>
<td>1788.65</td>
<td></td>
</tr>
<tr>
<td>Actual value of right view(MSE)</td>
<td>1363.14</td>
<td>3694.97</td>
<td>1902.21</td>
<td>1350.36</td>
<td>1760.22</td>
<td></td>
</tr>
<tr>
<td>Predictive value of left view(PSNR)</td>
<td>29.43</td>
<td>29.24</td>
<td>30.34</td>
<td>29.35</td>
<td>29.65</td>
<td></td>
</tr>
<tr>
<td>Actual value of left view(PSNR)</td>
<td>29.10</td>
<td>29.03</td>
<td>30.59</td>
<td>29.44</td>
<td>29.77</td>
<td></td>
</tr>
<tr>
<td>Predictive value of right view(PSNR)</td>
<td>32.83</td>
<td>31.13</td>
<td>33.77</td>
<td>33.42</td>
<td>31.15</td>
<td></td>
</tr>
<tr>
<td>Actual value of right view(PSNR)</td>
<td>33.18</td>
<td>30.86</td>
<td>33.67</td>
<td>33.29</td>
<td>31.22</td>
<td></td>
</tr>
</tbody>
</table>
greater than the slow motion sequence book. For the two sequences, the distortion value of first frame in right view is the largest, and the distortion size is related with the parallax view. This is because the time correlation of video sequence is greater than the spatial relativity, and it also related with the specific error concealment method. And the average frame importance in left view is larger than that in right view, this is because the right view frame loss will only affect its subsequent one while left view frame loss will affect all subsequent frames. From the figures, we can also know that the relationship between importance of frame and coding position is not linear which further demonstrates the conclusion that video contents have influences on the importance of frames.

In order to verify the accuracy of the model in this paper, we define \( E(s,t) \) as the average prediction error of the frame importance as follows

\[
E(s,t) = \frac{1}{N} \sum_{i=0}^{N} [D_{act}(s,t) - D_{est}(s,t)]
\]

where \( D_{act}(s,t) \) means distortion value, and \( D_{est}(s,t) \) means actual experimental value. In order to verify the applicability of the model, we make experiments based on motion’s sequence of different intensity and different parallax.

We examine five stereo video sequence, i.e., high motion sequences “crowd” and “rollerblade” whose camera distance are 20cm and 19.5cm; low motion sequence “book” whose camera distance is 6.5cm; rotating motion sequence “flamenco2”, camera distance is 20cm; small-range motion sequence “aquarium” whose camera distance is 20cm.

In order to reduce the random error, experiments are made in the same condition. The average prediction errors of the frame importance for stereo video sequences are listed in Table I. We can see from table I that when MSE represents frame importance, average distortion error in left view is 5.97% and 4.97% in right view; when PSNR represents frame importance, average distortion error in left view is 0.80% and 0.90% in right view. Simulation results demonstrate that this model be applied to stereo video with different motion and disparity.

### Table II. The average prediction error of the frame importance for stereo video

<table>
<thead>
<tr>
<th>Sequence View point</th>
<th>Book</th>
<th>Crowd</th>
<th>Flamenco2</th>
<th>Rollerblade</th>
<th>Aquarium</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>5.22</td>
<td>4.78</td>
<td>5.76</td>
<td>6.95</td>
<td>4.18</td>
<td>5.38</td>
</tr>
<tr>
<td>MSE</td>
<td>8.81</td>
<td>3.26</td>
<td>3.73</td>
<td>3.25</td>
<td>7.53</td>
<td>5.24</td>
</tr>
<tr>
<td>PSNR dB</td>
<td>0.94</td>
<td>0.65</td>
<td>0.95</td>
<td>0.78</td>
<td>0.70</td>
<td>0.80</td>
</tr>
<tr>
<td>PSNR dB</td>
<td>1.08</td>
<td>0.97</td>
<td>0.94</td>
<td>0.72</td>
<td>0.77</td>
<td>0.90</td>
</tr>
</tbody>
</table>

The experimental results show that the proposed model can be applied to stereoscopic video sequences with different motion intensity and disparity which can estimate the importance of each frame for terminal perception at code ends. Frame importance differentiation model can determine the stereo video encoding parameters (such as quantization parameter), optimize performance of the distortion rate, improve error control measures and transmission congestion control mechanism and guarantee for further optimization of stereoscopic video transmission system.
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Abstract—With the rapid development of computer network and information technology, traditional clothing industry has taken a giant stride forward to computer information and digitization. In this paper, 250 3D point-cloud photos of young females were selected as subjects, and related characteristic points of neck rhizosphere (including front neck point, side neck point and back neck point) were determined. Then the height size, width size, thickness size and girth size of characteristic points were measured by the software named Imageware 12.1. At last, with software called Excel and SPSS, the height rules of characteristic points were analyzed, front and back neck rhizosphere were obtained by width and thickness sizes of characteristic points. The research in this paper has laid the foundation for building female neck rhizosphere line of virtual mannequin which provides datum line and basic sizes for 3D collar patterns.

Index Terms—Neck Rhizosphere Line; Point-Cloud Data; Virtual Mannequin; 3D Pattern

I. INTRODUCTION

With the development of computer information technology and social economic, people’s demands for styles, qualities, fit and personalities are growing. But the 2D garment CAD technology can’t meet the needs of garment industries, so many scholars conduct academic research in 3D garment CAD technology [1]. Now, the developing tendency of 3D garment CAD system mainly shows as follows: Virtual sample manufacture (or tailor made), remote clothing fitting (or virtual fitting, virtual shopping), merchandise planning, production mechanism building of quick response, and so on [2]. Mannequin is a reflection of a certain size and shape of the human body, which is an important tool for the production and presentation of clothing. 3D virtual mannequin is an important foundation for 3D garment CAD and apparel e-commerce, and it can not only exhibit different characteristics of the human body on the computer screen, but also ensure the virtual clothes to get the real wearing effect through the computer network. Hence, construction of 3D virtual mannequin is the key and focus to 3D garment CAD [3, 4, 5].

In connection with body and clothes, costume structural design needs to apply to human movement. Collar is the most attractive part of garment, and also an important part in garment construction. The collar shape has a great effect on overall garment, which not only reflects consistency with garment style, but also an important factor to show garment style [6, 7, 8]. Neck rhizosphere line is the foundation of the collar design. It reflects the neck shape related to collar design and decides the basic size for collar patterns. Hence, neck rhizosphere line of 3D virtual mannequin is very important for 3D collar patterns. However, the current research on 3D virtual mannequin cannot intuitively obtain neck rhizosphere line, we had to confirm neck rhizosphere line with other methods.

The position and shape of neck rhizosphere line are decided by three points named front neck point, side neck point and back neck point. In this paper, the reverse engineering software is used to conduct secondary development of the point-cloud data, and the body feature of female upper body was studied to establish the rules of automatically generating female neck rhizosphere line, which can be used to carry through the modeling of individual female upper body. Then, young female students of Soochow University were chose as research subjects and 3D body measurement, photo measurement and manual measurement methods were used to measure human body data. The details were as follows: with female point-cloud data measured and analyzed, the position rules of neck characteristic points (including front neck point, side neck point and back neck point) were found. Then, the neck rhizosphere line of 3D virtual mannequin was determined, which provided datum line and basic sizes for 3D collar patterns.

II. CHARACTERISTIC POINTS OF NECK RHIZOSPHERE LINE

Neck rhizosphere means a round girth through front neck point, side neck point and back neck point, shown as Fig. 1. The neck rhizosphere line is the datum line for measuring neck rhizosphere, and that is an important basis to separate bodice and collar [9, 10]. To determine the shape and position of neck rhizosphere line, the position of front neck point, side neck point and back neck point should be found firstly.

A. The Front Neck Point

Front neck point is the endpoint on the first thoracic. On the front view of human body, a thumb-sized pit can be seen in the sternoclavicular joints, and it’s just front.
neck point. In this paper, the front neck point is marked as FNP.

B. The Side Neck Point

Side neck point is the cut-off point for the neck and shoulder, which is located in the root of the side neck. On the side view of human body, side neck point is a little off center point of neck root width. In this paper, side neck point is marked as SNP.

C. The Back Neck Point

Back neck point is the seventh cervial point, the most protruding point of back neck. On the back view of human body, back neck point can be easily seen. And it’s mark as BNP in this paper [11, 12].

D. Characteristic Points Determined

With imageware, body point-cloud data were readed, and with polygonize cloud operated, the body simulating mannequin can be obtained. Then each point can be found according to its characteristic, marked as FNP, SNP and BNP. Fig. 2 showed the determining process.

III. Point-Cloud Data Measurement

In the previous research [13, 14, 15] about virtual female mannequin, the height rules and circumference rules of female characteristic parts have been obtained. The characteristic parts mainly include neck, chest, abdomen, waist and hip, and the position of side neck point has been found in neck study. Thus this paper focuses on the positions of front neck point and back neck point, that means researching FNP height and BNP height rules with the known height rule, and further researching circumference rules of front neck rhizosphere and back neck rhizosphere.

A. Subjects and Time

With the measuring time as 2014.2-2014.4, 204 female students from Soochow University were selected as research subjects, and they are aged from 18 to 26, height from 145cm to 178cm, weight from 40 Kg to 71 Kg.

B. Measuring Items

In this paper, with the software of imageware, the point-cloud data generated by 3D body scanner were readed and optimized. Then the related size of female neck rhizosphere line were measured, including height size (FNP height, BNP height and chest height), width size (SNP width), thickness size(FNP front thickness and BNP back thickness) and circumference size(front neck rhizosphere and back neck rhizosphere). To easily understand, these measuring items were explained as follows, and shown as Fig. 3.

(1) FNP height: In the front view of point-cloud picture, vertical distance from FNP to ground.
(2) BNP height: In the front view of point-cloud picture, vertical distance from BNP to ground.
(3) Chest height: In the front view of point-cloud picture, vertical distance from chest to ground.
(4) SNP width: In the left view of point-cloud picture, horizontal distance between 2 side neck points.
(5) FNP front thickness: In the left view of point-cloud picture, horizontal distance from FNP to vertical section of SNP width.
(6) BNP back thickness: In the left view of point-cloud picture, horizontal distance from BNP to vertical section of SNP width.
(7) Front neck rhizosphere: Along the neck rhizosphere direction, smoothly connected arcs from FNP to SNP.
(8) Back neck rhizosphere: Along the neck rhizosphere direction, smoothly connected arcs from SNP to BNP.

C. Measuring Method

The detailed measuring method is as follows: (1) After 3D point-cloud picture readed and optimized, find accurate positions of FNP, SNP and BNP. (2) In the front view of point-cloud picture, cut out the horizontal sections of FNP, BNP and BP respectively, then measure corresponding FNP height, BNP height and Chest height. (3) In the left view of point-cloud picture, measure the FNP front thickness, BNP back thickness and SNP width.
(4) Draw and measure front neck rhizosphere and back neck rhizosphere.

IV. DATA ANALYSIS

Data analysis includes two parts. One is height analysis, which mainly researches FNP height rule and BNP height rule by known chest height rule (Selecting chest height as a datum is due to that the chest is obvious feature of female parts, which can be found explicitly in 3D point-cloud pictures.). The other one is circumference simulation, which mainly simulates 3D sizes like front/back neck rhizosphere with 2D sizes including FNP front thickness, BNP back thickness and SNP width.

A. Height Data Analysis

With software of SPSS16.0, correlations of the FNP height, BNP height and chest height were analyzed and the scatter plots were drawn. Then regression equations about FNP height, BNP height and chest height were obtained by linear simulation.

1) Correlation Analysis About Characteristic Height of Neck Rhizosphere

In order to determine the trends and relevance that the dependent variable changes with the independent variable, it was necessary to verify through the scatter plot and correlation analysis. Table I showed the correlation analysis about FNP height, BNP height and chest height.

Table I.

<table>
<thead>
<tr>
<th></th>
<th>FNP height</th>
<th>BNP height</th>
</tr>
</thead>
<tbody>
<tr>
<td>correlation coefficient</td>
<td>0.952**</td>
<td>0.931**</td>
</tr>
<tr>
<td>Sig.(2-tailed)</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

** Correlation is significant at 0.01 level

Figure 4. Scatter of FNP height and chest height

Table I showed that: the correlation coefficient between FNP height and chest height is 0.952, and two-tailed level of significance is 0.000<0.01, indicating that the correlation between FNP height and chest height is very significant. And the correlation coefficient between BNP height and chest height is 0.931, and two-tailed level of significance is 0.000<0.01, so the correlation between BNP height and chest height is also very significant.

2) Scatter Plots About Characteristic Height of Neck Rhizosphere

Respectively putting “FNP height” and “BNP height” as dependent variable, “chest height” as independent variable, and the scatter plots were drawn as Fig. 4 and Fig. 5. Seen as scatter plots, with the increase of chest height, FNP height and BNP height showed a linear increase.

Figure 5. Scatter of BNP height and chest height

Shown as the above analysis, linear regression method can be used to construct the relationships of FNP height, BNP height and chest height.

3) Regression Analysis About Characteristic Height of Neck Rhizosphere

The linear regression process of FNP height and chest height was shown in Table II, and the linear regression process of BNP height and chest height was shown in Table III.

Assuming the regression equation is Y1=a1+b1X1, then shown as Table II, a1 is 16.732, b1 is 0.975, thus regression equation is Y1=16.732+0.975X1. Y1 indicates FNP height, X1 indicates chest height. And the regression constant is 16.732, two-tailed level of significance is 0.000<0.01, significant symbol is “***”, so the regression constant is very significant. Regression coefficient is 0.975, two-tailed level of significance is 0.000<0.01, significant symbol is “***”, so the regression coefficient is very significant.

Table II.

<table>
<thead>
<tr>
<th>Un-standardized coefficients</th>
<th>Standardized coefficient</th>
<th>T</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>Std.Error</td>
<td>Beta</td>
<td>.000</td>
</tr>
<tr>
<td>Constant</td>
<td>16.732</td>
<td>2.556</td>
<td>6.545</td>
</tr>
<tr>
<td>Chest height</td>
<td>.975</td>
<td>.023</td>
<td>.952</td>
</tr>
</tbody>
</table>

Assuming the regression equation is Y2=a2+b2X1, then shown as Table III, a2 is 25.720, b2 is 0.942, thus regression equation is Y2=25.72+0.942X1. Y2 indicates BNP height, X1 indicates chest height. And the regression constant is 25.72, two-tailed level of significance is 0.000<0.01, significant symbol is “***”, so the regression constant is very significant. Regression coefficient is 0.942, two-tailed level of significance is 0.000<0.01, significant symbol is “***”, so the regression coefficient is very significant.
B. Fitting Analysis of Circumference

1) Correlation Analysis of Width, Thickness and Circumference

In previous research, fitting circumference with corresponding width and thickness of characteristic part is feasible. Thus in this paper, FNP front thickness and SNP width were used to simulate front rhizosphere, and BNP back thickness and SNP width were used to simulate back rhizosphere. Table IV showed the correlation of FNP front thickness, SNP width and front neck rhizosphere, and Table V showed the correlation of BNP back thickness, SNP width and back neck rhizosphere.

** Correlation is significant at 0.01 level

<table>
<thead>
<tr>
<th>TABLE III. REGRESSION ANALYSIS OF BNP HEIGHT AND CHST HEIGHT</th>
</tr>
</thead>
<tbody>
<tr>
<td>** Un-standardized Standardized **</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>Constant</td>
</tr>
<tr>
<td>Chest height</td>
</tr>
</tbody>
</table>

a. Dependent variable: BNP

** Correlation is significant at 0.01 level

As Table IV shown: the correlation coefficient of front neck rhizosphere and FNP front thickness is 0.744, and two-tailed level of significance is 0.000<0.01, indicating their correlation is very significant. In addition, the correlation coefficient of front neck rhizosphere and SNP width is 0.583, and two-tailed level of significance is 0.000<0.01, which means front neck rhizosphere and SNP width have a significant correlation. Thus, fitting front neck rhizosphere with FNP front thickness and SNP width is possible.

** TABLE IV. THE CORRELATION OF FNP FRONT THICKNESS, SNP WIDTH AND FRONT NECK RHIZOSPHERE **

<table>
<thead>
<tr>
<th>FNP front thickness</th>
<th>SNP width</th>
</tr>
</thead>
<tbody>
<tr>
<td>correlation coefficient</td>
<td>Sig.</td>
</tr>
<tr>
<td>Front neck rhizosphere</td>
<td>.744**</td>
</tr>
</tbody>
</table>

** Correlation is significant at 0.01 level

2) Regression Analysis of Width, Thickness and Circumference

The regression of FNP front thickness, SNP width and front neck rhizosphere was shown in Table VI. Assuming the regression equation is \( Y_3=a+bX_2+cX_3 \), then a is 7.218, b is 0.570 and c is 0.120, thus regression equation is \( Y_3=7.218+0.57X_2+0.12X_3 \). Y3 indicates front neck rhizosphere, X2 indicates FNP front thickness, X3 indicates SNP width. And the regression constant is 7.218, two-tailed level of significance is 0.000<0.01, significant symbol is "***", so the regression constant is very significant. Regression coefficient of FNP front thickness is 0.570, two-tailed level of significance is 0.000<0.01, significant symbol is "***", indicating the regression coefficient is very significant. Regression coefficient of SNP width is 0.120, two-tailed level of significance is 0.039<0.05, significant symbol is "**", indicating the regression coefficient is significant.

** TABLE VI. THE REGRESSION ANALYSIS OF FNP FRONT THICKNESS, SNP WIDTH AND FRONT NECK RHIZOSPHERE **

<table>
<thead>
<tr>
<th>Un-standardized</th>
<th>Standardized</th>
<th>T</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>7.218</td>
<td>.871</td>
<td>8.290</td>
</tr>
<tr>
<td>FNP front thickness</td>
<td>.570</td>
<td>.068</td>
<td>.516</td>
</tr>
<tr>
<td>SNP width</td>
<td>.120</td>
<td>.058</td>
<td>.128</td>
</tr>
</tbody>
</table>

a. Dependent variable: Front neck rhizosphere

The regression of BNP back thickness, SNP width and back neck rhizosphere was shown in Table VII. Assuming the regression equation is \( Y_4=a+bX_4+cX_3 \), then a is -0.437, b is 0.680 and c is 0.522, thus regression equation is \( Y_4=-0.437+0.68X_4+0.522X_3 \). Y4 indicates back neck rhizosphere, X4 indicates BNP back thickness, X3 indicates SNP width. And the regression constant is -0.437, two-tailed level of significance is 0.049<0.05, significant symbol is "***", so the regression constant is significant. Regression coefficient of BNP back thickness is 0.680, two-tailed level of significance is 0.000<0.01, significant symbol is "***", indicating the regression coefficient is very significant. Regression coefficient of SNP width is 0.522, two-tailed level of significance is 0.000<0.01, significant symbol is "***", indicating the regression coefficient is very significant.

** TABLE VII. THE REGRESSION ANALYSIS OF BNP BACK THICKNESS, SNP WIDTH AND BACK NECK RHIZOSPHERE **

<table>
<thead>
<tr>
<th>Un-standardized</th>
<th>Standardized</th>
<th>T</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>-0.437</td>
<td>.923</td>
<td>-.474</td>
</tr>
<tr>
<td>BNP back thickness</td>
<td>.680</td>
<td>.072</td>
<td>.509</td>
</tr>
<tr>
<td>SNP width</td>
<td>.522</td>
<td>.058</td>
<td>.477</td>
</tr>
</tbody>
</table>

a. Dependent variable: Back neck rhizosphere

C. Summary

By data analysis above, equations as follows can be obtained:

** TABLE V. THE CORRELATION OF BNP BACK THICKNESS, SNP WIDTH AND BACK NECK RHIZOSPHERE **

<table>
<thead>
<tr>
<th>BNP back thickness</th>
<th>SNP width</th>
</tr>
</thead>
<tbody>
<tr>
<td>correlation coefficient</td>
<td>Sig.</td>
</tr>
<tr>
<td>Back neck rhizosphere</td>
<td>.683**</td>
</tr>
</tbody>
</table>

** Correlation is significant at 0.01 level

Table V showed that: the correlation coefficient of back neck rhizosphere and BNP back thickness is 0.683, and two-tailed level of significance is 0.000<0.01, indicating their correlation is significant. In addition, the correlation coefficient of back neck rhizosphere and SNP width is 0.547, and two-tailed level of significance is 0.000<0.01, which means front neck rhizosphere and SNP width have a significant correlation. Thus, fitting back neck rhizosphere with BNP back thickness and SNP width is possible.
## The Error Analysis

<table>
<thead>
<tr>
<th></th>
<th>Error distribution</th>
<th>Upper limit error</th>
<th>Lower limit error</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>FNP height</strong></td>
<td><img src="image1" alt="Graph" /></td>
<td>-1.89</td>
<td>2.07</td>
</tr>
<tr>
<td><strong>BNP height</strong></td>
<td><img src="image2" alt="Graph" /></td>
<td>-1.85</td>
<td>1.56</td>
</tr>
<tr>
<td><strong>Front neck rhizosphere</strong></td>
<td><img src="image3" alt="Graph" /></td>
<td>-1.22</td>
<td>1.28</td>
</tr>
<tr>
<td><strong>Back neck rhizosphere</strong></td>
<td><img src="image4" alt="Graph" /></td>
<td>-1.18</td>
<td>1.09</td>
</tr>
</tbody>
</table>

1. \( Y_1 = 16.732 + 0.975X_1 \)
2. \( Y_2 = 25.72 + 0.942X_1 \)
3. \( Y_3 = 7.218 + 0.57X_2 + 0.12X_3 \)
4. \( Y_4 = -0.437 + 0.68X_4 + 0.522X_3 \)

- \( Y_1 \) represents FNP height,
- \( Y_2 \) represents BNP height,
- \( Y_3 \) represents front neck rhizosphere,
- \( Y_4 \) represents back neck rhizosphere,

\( X_1 \) represents chest height, \( X_2 \) represents FNP front thickness, \( X_3 \) represents SNP width, \( X_4 \) represents BNP back thickness.

### V. DATA VALIDATION

In order to verify if the regression equations are accurate, 20 other samples were selected for a validation measure. With software of imageware, data of chest height, FNP front thickness, BNP back thickness and SNP width were measured. Then these data were brought into equations above, and corresponding FNP height, BNP height, front neck rhizosphere and back neck rhizosphere were calculated. The error analysis of measured and calculated values was shown in Table VIII. Table VIII showed that: the fitting errors of FNP height and BNP height are within ±2cm, the fitting errors of front neck rhizosphere and back neck rhizosphere are within ±1.3cm, which meet the needs of apparel structure design. Thus, the equations obtained in this paper are effective.

### VI. CONCLUSION

In this paper, with the measurement and research for female point-cloud data, the rules between FNP/BNP height and chest height were found, and the corresponding equations were obtained. Furthermore, the front and back neck rhizosphere were simulated by FNP front thickness, BNP back thickness and SNP width, which laid the foundations for female neck rhizosphere line of 3D virtual mannequin and provided datum line and basic sizes for 3D color patterns.
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Abstract—Paper similarity detection depends on grammatical and semantic analysis, word segmentation, similarity detection, document summarization and other technologies, involving multiple disciplines. However, there are some problems in the existing main detection models, such as incomplete segmentation preprocessing specification, impact of the semantic orders on detection, near-synonym evaluation, difficulties in paper backtrack and etc. Therefore, this paper presents a two-step segmentation model of special identifier and Sharpley value specific to above problems, which can improve segmentation accuracy. In the aspect of similarity comparison, a distance matrix model with row-column order penalty factor is proposed, which recognizes new words through search engine exponent. This model integrates the characteristics of vector detection, hamming distance and the longest common substring and carries out detection specific to near-synonyms, word deletion and changes in word order by redefining distance matrix and adding ordinal measures, making sentence similarity detection in terms of semantics and backbone word segmentation more effective. Compared with the traditional paper similarity retrieval, the present method has advantages in accuracy of word segmentation, low computation, reliability and high efficiency, which is of great academic significance in word segmentation, similarity detection and document summarization.

Index Terms—Paper Detection; Segmentation; Similarity Comparison; Distance Matrix; Model Modular-2 Arithmetic

I. INTRODUCTION

With the development of network and information technology, information sharing and dissemination is becoming more and more convenient, since it has provided an ideal platform for academic researchers. However, it also bred a series of academic misconducts, such as plagiarism, practicing fraud and so on. Besides complete plagiarism, cases like plagiarizing others’ achievements by transposition, paraphrasing and synonym replacement are also very common. These behaviors cause damage to academic quality. Consequently, aiming at eliminating these academic misconducts and improving the quality of paper, paper similarity detection which depends on word segmentation, similarity detection, document summarization and other means are quite significant.

Since word segmentation is the basis and premise of Chinese text similarity calculation, and the adoption of segmentation algorithm of high efficiency can greatly improve the accuracy of text similarity calculation, it is essential to keep on exploring new segmentation algorithm on the basis of existing ones, and improve the integrity and accuracy of word segmentation so as to make the comparison of similarity between texts more accurate, and thus to provide decision support for related business.

Since Chinese has a large volume and variable semantics, copy detection of Chinese paper is more complex and difficult than that of English paper, and the basic resource (such as corpus) for Chinese language processing such as text detection is relatively insufficient, which makes it impossible to apply mature technology and research achievements abroad directly. As a result, information processing of Chinese by computers is more difficult than that of western languages. Meanwhile, there are significant differences between Chinese and English segmentation because Chinese text is a continuous string of large character set, which means no specific separation mark exists among Chinese words, while English text is a fully separated string of small character set by space. Therefore, similarity comparison between Chinese texts
must be inspected based on segmentation systems, and the accuracy of word segmentation determines that of paper similarity calculation. Despite the achievements of word segmentation algorithm, there still exist problems as follows:

(1) Disunity in segmentation specification and inconsistency in dictionary design;
(2) Incompleteness of segmentation algorithm;
(3) Insufficient ambiguity correction mechanism.

Based on similarity calculation, paper similarity detection manages to calculate the similarity between texts automatically. The calculation of text similarity has been widely applied in such fields as retrieval, machine translation, question answering systems and text mining, which is a basic and key problem and has long been a hot topic and difficulty for researchers. At present, many scholars both at home and abroad are studying text similarity calculation problem and have put forward some solutions.

In 1993, Manber [1] from Arizona University proposed the concept of approximate exponential, which was the earliest detection technology and was adopted to measure string similarity among documents. Later, Bao Junpeng [2] and others proposed document copy detection method based on semantic sequence which emphasized position information of words and improved the detection accuracy. Afterwards they proposed corresponding detection model (SSK) [3] which is suitable for copy detection without replacement of words.

In 2005, Jin Bo [4] from Dalian University of Technology firstly extended the scope of text similarity calculation into paragraph based on HowNet semantic similarity. Then he extended paragraph similarity calculation into chapter and proposed text (including words, sentences and paragraphs) similarity calculation formula and algorithms. In addition, he proposed long text similarity copy detection algorithms [5] in 2007 which made it possible to calculate the coverage of similar semantic sequence set by semantic sequence similarity relation and choose each overlap values with the minimum entropy for plagiarism recognition and retrieval.

Hung Chenghui et al. [6, 7] from Zhong Shan University proposed a text similarity calculation method by combining word semantic information with TF-IDF where sentence was regarded as vector space composed of independent entry, and the matching problem of document information was transformed into that of vector in the its space and then the similarity was obtained by dot product method and cosine method. However, TF-IDF which is based on vector space model also has disadvantages. Firstly, it is a statistical-based method and only when the text includes reaches certain length can some words occur repeatedly, which will then reflect its statistical results. Secondly, this method only takes statistical lexical features in context without the semantic information, and thus produces some limitations. Just as Salton form Cornell University says, there is no strict theoretical basis for calculating vector similarity by angle cosine.

To enhance the performance of result merging for distributed information retrieval, a novel merging method was put forward by Wang Xinhong [8] from Jiang Su University and others, which was based on relevance between retrieved results and query.

In 2009, Nie Guihua [9] from Wuhan University of Technology proposed systematic frame model of ontology-based thesis copy detecting system which described framework of paper copy detecting system from three layers: ontology access layer, ontology represent layer and ontology map layer. Semantic and ontology technology was utilized to discuss the build of paper ontology and calculation of paper similarity.

Zhang Huanjiong [10] from Beijing University Of Posts And Telecommunications constructed a new formula to calculate text similarity from Hamming calculation formula based on Hamming distance theory. It has the advantage of simplicity and rapidity but ignores the effects of unequal-length text and word order.


Also, Sánchez-Vega [12] from Mexico proposed a rewriting exponential model based on finite state machine which manages to detect common actions performed by plagiarists such as word deletion, insertion and transposition, but fails to deal with near-synonyms.

Through above analysis, we can still find some problems in main detection methods at present as follows:

(1) The statistical property of words in the context is taken into consideration while semantic information is ignored.
(2) The effects of unequal-length text and word order are not fully considered.
(3) There is limitation in recalling paper source by backtrack.

On the other hand, similarity calculation has different requirements for different applications, such as paper-level, paragraph-level, sentence-level, word-level and morpheme-level, and is often represented by formula or model of similarity calculation. However, with the evolution of plagiarism mechanism and diversification of expressions, problems such as large computation and difficulties in feature extraction and correct understanding of evaluation standards in paper-level and paragraph-level similarity detection still exists. As for word-level similarity, it may deviate greatly from actual value because of its small particle size. In addition, the space and time complexity of detection algorithm are quite large, making it difficult to obtain ideal effect from its application into huge amounts of paper.

A. Contribution

We summarize our contribution as below:

Starting with word segmentation and text similarity research, through integrating several main detection models at present, this paper builds the model specific to plagiarism, replacement of words and transposition based on the analysis of existing detection technologies.
Firstly, a two-step segmentation model is proposed, where we segment words by properties in step one and establish cooperative game model for roots in step two to calculate Sharpley Value, maximizing N-GRAM value.

Secondly, an evaluation score model of new words and popular words in search engine is proposed to make corpus of segmentation preprocessing more complete.

Finally, a distance matrix model with row-column order penalty factor is proposed. This model integrates the characteristics of vector detection, hamming distance and the longest common substring and carries out detection specific to near-synonyms, word deletion and changes in word order by redefining distance matrix and adding ordinal measures, making sentence similarity detection in terms of semantics and backbone word segmentation more effective and the returned results of retrieval better meet the requirements of users. Different from the traditional paper similarity retrieval, the present method adopts modular-2 arithmetic with low computation whose effectiveness and practicability have been confirmed by corresponding experiment.

II. DISTANCE MATRIX MODEL WITH ROW-COLUMN ORDER PENALTY FACTOR

A. Segmentation Based on Special Identifier

In the process of text similarity calculation, segmentation preprocessing must be carried out in the first place, since participial accuracy determines that of paper similarity calculation. There are several common algorithms for Chinese segmentation at present, such as unsupervised segmentation, mechanical word segmentation based on dictionary, segmentation based on linguistic model and segmentation based on character tagging. The first algorithm judges the correlation between two characters by computing their mutual information in corpus, which has good effect on high frequent words but is affected by threshold coefficient [13]; the second one does not have universality because it is affected by specialities of dictionary, and the third algorithm is the most commonly used method which is under research and development. Generally, Chinese Segmentation is confronted with 2 challenges: ambiguity and identification of new words.

According to the recently published Chinese Grammar Questions (Another version of Chinese Grammar) compiled by Professor Xing Fuyi, Chinese words are classified into three categories and eleven small classes, in which nouns, verbs, adjectives, numerals, quantifiers and pronouns are classified as notional words and adverbs, prepositions, conjunctions, auxiliary words, onomatopoeias and interjections are classified as functional words, which shows that POS features of text is conducted by reference to Chinese Grammar, and then a special identifier dictionary is constructed to recognize special identifiers in the text and confirm them.

B. The Segmentation Model Based on Sharpley Value

After the segmentation with special identifiers, its result probably needs further optimization. Therefore, we further divide partial results into bi-roots, tri-roots and multi-roots. If root A, B, C, and D form the following 5 combination patterns: {AB\ CD\ {A\ BC\ D\ [ABCD]\ [ABCD]\ [ABCD]}, the segmentation should be relevant to the prepositional and postpositional semanteme of the aforesaid combinations. Obviously, different combinations have different maximums of N-GRAM, and N-GRAM is widely applied in the field of Hanzi speech recognition. When we combine Hanzi into sentences, we could locate those sentences of maximum probability by calculation. Suppose some part of the sentence M needs further division, then S={a1, a2, an}. Here, ai refers to different segmenting combination (mono-root, bi-root and tri-root and etc.), Pre_M refers to the pre-positional semanteme, and Fol_M the post-positional semanteme. Besides, every word segment within M maintains the relationship of cooperative game. The segmentation thereof makes the final N-GRAM a maximum. Consequently, Max{V(Pre_S)+ V(S)+ V(Fol_S)}: According to Shapley Theory, a unique value function exists:

\[ \phi_i(v) = \sum_{S \subseteq \mathcal{N}, i \in S} \gamma_i(S)(v(S) - v(S - \{i\})) \]

\[ i \in \mathcal{N}, \text{ within which } \gamma_i(S) = \frac{(s - 1)! (n - s)!}{n!} \]

Accordingly, the assigned value gained by members of cooperative alliance becomes Shapley Value, denoted as \( \phi(v) = (\phi_1(v), \phi_2(v), \phi_3(v), \ldots, \phi_i(v)) \), within which, \( \phi_i(v) \) indicates the benefit gained by member i and is measured by N-GRAM. In different combination, the individual benefit differs from each other. Therefore, the ultimate segmenting result is derived from the N-GRAM value of the maximum sentence-level.

C. Evaluation Score Model of New Words and Popular Words in Search Engine

The cyber vocabulary expands at a high speed, and search engine has unique advantages in processing new words, popular words and common ambiguous segments because of its wide applications. Naturally, assessment of new words and popular words can be conducted with the help of search engines’ results.

Value(Word X)= \( \frac{\text{Number of pages on Baidu}}{100,000,000} \times k_{\text{search}} \)

Within which, N represents the number of pages on Baidu and the denominator 100,000,000 is the maximum number of pages after searching the commonly used words on Baidu.

D. Sentence-level Corpus and Digital Signature

Automatic summarization is divided into key phrase
Distance matrix model with row-column order penalty factor in this paper integrates the characteristics of VSM, hamming distance and the longest common substring, and realizes the transformation among these models through different parameter configurations.

In this model, paper to be detected, called A, and compared paper, called B, are divided into two sets of sentences, and each is a segmentation vector. So after the division, paper A is described as:

\[
\text{LA} = \{A_1, A_2, A_3, \ldots, A_n\}
\]

Paper B is described as:

\[
\text{LB} = \{B_1, B_2, B_3, \ldots, B_n\}
\]

and if the two vectors have a different number of elements, we can add some empty string elements into the one with fewer elements until it has as many elements as the other, and then conduct the following calculations:

\[
\text{Sim}(\text{LA}, \text{LB}) = \frac{\sum_{i=1}^{\min(n_A,n_B)} \text{XOR}(A_i, B_i)}{\max(n_A,n_B)} * f(\text{TA}, \text{TB})
\]

\[
|\text{LA} \otimes \text{LB}| \text{ is the maximum number of words that are identical in two sentences, which is similar to the longest common substring, and the difference is that the effects of multiple identical substrings are taken into consideration in this method. XOR is adopted in the calculation of } \text{LA} \otimes \text{LB} \text{. whose result is an N-order sparse matrix. When the element from vector LA is multiplied by the element form vector LB, the result will be 1 if they are identical. Otherwise it will be 0. The first non-zero elements in rows are counted to create a row-sequence table, called TA, saving the row numbers of those elements that have identical elements in LB, and a column-sequence table ,called TB, saving the column numbers of those elements that have identical elements in LA. TA and TB represent the word orders of the longest substrings in LA and LB, respectively. Then the similarity of TA and TB is compared by utilizing Euclidean distance and the following function } f(\text{TA}, \text{TB}) 	ext{ is called:}
\]

\[
f(\text{TA}, \text{TB}) = \sqrt{\sum_i (\text{TA}_i - \text{TB}_i)^2}
\]

In which, i is the serial number of TA and TB, n is the elements number of TA and TB, and the result of the function will be regarded as the row-column order penalty factor.

### III. Experiments

#### A. Segmentation Preprocessing

Experimentally, we select a news page randomly, and conduct individual segmentation by reference to our segmentation model. As shown in Figure 1 (two phases presented), phase 1 refers to the segmentation result according to special identifiers whereas phase 2 indicates the result of Sharpley value segmentation. After these two phases, the accuracy rate reaches 97.2%, and the recall rate 90.2%, satisfactory.
**B. The Recognition of New Words and Hot Words**

When we input “Gangnam style” and “Gannam style” into Baidu search engine for new words recognition, the former turns out to be: “appears in 17,000,000 relevant pages”, and $k_{\text{search}}$ is 18403, while the latter turns out to be 1,790, and $k_{\text{search}}$ is 10. According to evaluation score, the former should be a hot word.

$$\text{Value} (\text{Gangnam style}) = \frac{17,000,000 \times 18403}{100,000,000} = 3128.5$$

$$\text{Value} (\text{Gannam style}) = \frac{1,790 \times 10}{100,000,000} = 0.000179$$

Through repetitive analysis of the result, those words whose values exceed 1000 could be added into vocabulary as hot words.

**C. Research on Sentence-Level Corpus and Digital Signature**

This paper adopts MD5 algorithm in experiment, which can process messages of any length and produce a message summary with a fixed length, so the message summary obtained through the input of paper title and author information is added into the sentence-level corpus as a digital signature. Figure 2. shows the sentence-level summary.

![Figure 2. Result of sentence-level summary](image)

**D. General Similarity Comparison Model with Sequence Factor**

The following words are selected to analyze similarities:

we entertained Beijing visitors passionately (segmentation results of compared sentence in corpus)

101 203 254 357 656

Beijing visitors passionately entertained we (Pa: sentence to be detected)

we passionately entertained Beijing visitors (Pb: sentence to be detected)

After segmentation, the sentence vectors are:

$$a \otimes s = \begin{bmatrix} 254 \\ 357 \\ 656 \end{bmatrix} \otimes \begin{bmatrix} 101 \\ 203 \\ 254 \\ 357 \\ 656 \end{bmatrix} = \begin{bmatrix} 203 \\ 101 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \end{bmatrix}$$

From the result, TA of sentence $a \otimes s$ can be expressed as: (3, 4, 5, 2, 1) and TA of sentence $b \otimes s$ can be expressed as: (1, 5, 2, 3, 4). With the assumption that word order of sentence Ps is: (1, 2, 3, 4, 5), the word order curve graph of three sentences is shown in Figure 3. Figure 4. and Figure 5. show Euclidean distances of Pa and Pb, respectively.

After calculation, the results of $f (Pa, Ps)$ and $f (Pb, Ps)$ are: 5.6569 and 3.4641, indicating that penalty factor of Pb is smaller than that of Pa. Namely, similarity between Pb and Ps is higher than that between Pa and Ps, which obviously agrees with manually assessing results, under
the condition that the number of words that are the same between Pa and Ps equals to that between Pb and Ps. If $f(TA, TB)$ is 1, which means word order is ignored, the model evolves into VSM model with Dice coefficient and if the weight of each word is ignored and multiplication is set as the algorithm, this model evolves into hamming distance model, where $k$ is a constant related to vector, if $k$ is set to:

$$k = \sum_{i=1}^{n} x_i^a \sum_{j=1}^{n} y_j^a$$

the number of words that are exactly the same in the compared sentence and the detected sentence is defined as the rank, this model evolves into the longest common substring under the condition that word order is ignored. Otherwise it is the longest common substring affected by order penalty factor.

IV. CONCLUSION AND DISCUSSION

This paper proposes a segmentation algorithm based on special identifier and a new word recognition model based on search engine. Sentence-level similarity comparison model can evolve into three main similarity detection models: VSM, hamming distance and the longest common substring model, which obtains good effect on solving the paper plagiarism problem such as word deletion and addition, part copy and replacement of words by add order penalty factor and the process of handling near-synonyms. From the experiment result, it can be seen that the method proposed in this paper can evaluate paper similarity accurately. However, large-scale paper detection needs massive lexicon, data preprocessing and search library. Therefore, it needs more uniform standards in implementation and promotion to get better effects.
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Abstract—This paper describes a novel agglutinative language modeling strategy for Uyghur with graphic language model as structure. In graphic modeling language model, sentences are organized by morphemes as a directed graph, which is different from the linear structure in n-gram language models. The graphic language model is verified in two typical natural language processing application scenarios, morphological analysis and machine translation. The experiments show that the graphic language model achieves significant improvement in both morphological analysis and machine translation.

Index Terms—Uyghur; Graphic Language Model; Morphological Analyzing; Statistical Machine Translation

I. INTRODUCTION

Language model is one of the most important models in NLP, it describes probabilities of sentences in natural language [1]. Many NLP tasks can be boiled down to the modeling of language model, such as transliteration, speech recognition, part of speech tagging and so on. One of most widely used language model is n-gram language model [3], which models words in sentences with local context environment in an linear way. The n-gram language model is simple and effective, and it have got excellent performance on Chinese, English and other languages with simple morphological form. Unlike Chinese and English, Uyghur is an agglutinative language. Agglutinative language is one kind of language which is widely used in North/South Korea, Japan, Mongolian, Turkey and other countries in Middle East Asia and other areas. Such languages differ from languages with simple morphological form (such as English and Chinese) in their sentence and word-formation [2], in which the composition of each word in agglutinative language follows different word-building rules according to simple observation:

Each word of agglutinative language is composed by a word-stem and any number of affixes, in where constrained relations exist between stem and affixes; and similar relations exist in stems of different words. The former rule lead to the data sparseness of word of agglutinative language, the latter rule makes it hard to seize the relation between stems, for there maybe some affixes between stems in different words.

According to the observations above, sentence of Uyghur with those relations can not be simply modeled as linear sequence. As a matter of fact, traditional n-gram language model which models sentences as linear sequence can not obtain idea results on Uyghur. In this paper, we propose a novel graphic language model which can depict those relations more deeply. More specifically, our graphic language model models the generative relations between stem and affixes in a Uyghur word and the relations between stems in different words, which relations can hardly be modeled by traditional linear language models. In order to test the novel graphic language model, two language model needed natural language processing tasks (morphological analyzing and statistical machine translation (SMT)) are adopted to verify our graphic language model.

<table>
<thead>
<tr>
<th>TABLE I.</th>
<th>AN EXAMPLE OF UYGHUR WORD WITH MULTIPLE MORPHEMES. A WORD WITH DIFFERENT MORPHEMES WILL SHOW DIFFERENT MEANINGS AND EVEN BE A SHORT SENTENCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>word</td>
<td>stemming</td>
</tr>
<tr>
<td>zamaniwilamdu</td>
<td>zamaniwi</td>
</tr>
<tr>
<td>zamaniwilash</td>
<td>zamaniwi+lash</td>
</tr>
<tr>
<td>zamaniwilashtur</td>
<td>zamaniwi+lash+tur</td>
</tr>
<tr>
<td>zamaniwilashatural</td>
<td>zamaniwi+lash+atural</td>
</tr>
<tr>
<td>zamaniwilashaturalm</td>
<td>zamaniwi+lash+atural+m</td>
</tr>
<tr>
<td>zamaniwilashaturalmam</td>
<td>zamaniwi+lash+atural+m+am</td>
</tr>
<tr>
<td>zamaniwilashaturalmandu</td>
<td>zamaniwi+lash+atural+mandu</td>
</tr>
</tbody>
</table>

In addition to n-gram language model, there is much work devoted into language modeling. Some kind of structured language model aims at modeling the structures of language and overcoming the locality problem [10] and neural network is employed to improve the work [11]. But so far, there is not any work on the structure of agglutinative language. And there is much supervised work on morphological analyzing for each language respectively: Japanese [12], Arabic [13], and so on. Correspondingly, unsupervised ones (e.g. [14]) are also available. And morphological analyzing is proved to be an important task for other NLP task (e.g. SMT [16–18]). And morphological work can be done by properly modeling the relation of morphemes, where structured language modeling is an important task. For machine translation so far, most studies of agglutinative related machine translation are base on agglutinative to non-agglutinative translation, such as, for Turkish [15–17], Korean [18, 19] and others [20]. And there is also work on alignment between agglutinative language...
and other languages in translation purpose [21, 22]. While there is less work on translation of non-agglutinative language to agglutinative language [23], where our well organized graphic language model will be a better choice.

In the experiments, both tasks show that graphic language model gets significant improvements compares to n-gram language model. In morphological analyzing, the accuracy gains 0.8% improvements due to the new style language model, while in SMT it gains more than 1.1 BLEU improvement. Furthermore, the graphic language model is simple, and the complexity of it is approximate to the n-gram language model.

The rest of paper is organized as follows: Section 2 describes the characteristics of Uyghur as an agglutinative language; Linear and proposed graphic language modeling methods for Uyghur are described in Section 3; And the methods of utilizing proposed graphic language model in two NLP tasks are shown in Section 4; Finally, we present the experiments of the two NLP tasks with graphic language model on Uyghur in Section 5 and conclude in Section 7.

II. UYGHUR AS AGGLUTINATIVE LANGUAGE

Uyghur is one of typical agglutinative languages, it is a Turkic language which is widely used in Western China by Uyghur people. Its words are made up of distinct morphemes by a linear sequence way, and each component of meaning is represented by its own morpheme. It has many characteristic, more specifically:

- Each word jointed with different affixes will show different meanings. Take a word in Uyghur as example, the word “xizmet” (job) will show different meanings when different morphemes followed with it: “xizmettin” (from work), “xizmetde” (with work) and so on.
- Each word can be jointed with multiple morphemes, and such a word can even be a short sentence. As it is shown in Table 1, the same word “zamaniwi” (modern) jointed with different morphemes convey different meanings. And much important information, such as, meanings of content words are conveyed by those morphemes.

In addition, morphemes of Uyghur fall into two categories: stem and affix. The first morpheme of each word is the stem of the word in Uyghur, and each word should have one and only one stem, which conveys the main semantic meaning of the word. As the example above, “xizmet”(job) and “zamaniwi” (modern) are stems. And all morphemes after stems are affixes, which convey minor semantic meanings or grammatical information. Furthermore, all stems in a sentence form the skeleton of the sentence.

III. PROPOSED MODEL

Language model describes a word sequence \( w_j(w_i, w_{i+1}, \ldots, w_{j-1} w_j) \) by assigning the probability \( p(w_j) \) to the sequence by means of certain probability distribution. And language model is widely used in many NLP applications, such as speech recognizing, morphological analyzing, machine translation and so on.

Most language models regard the word sequence as a linear structure, and calculate the probability in a linear way. One of the most typical models is n-gram language model, which assigns a given word’s probability by means of its previous contiguous words. In n-gram language model, the probability of the sequence \( w_{ij} \) is assigned approximated as:

\[
p(w_{ij}) = \prod_k p(w_k | w_{ij-1}) = \prod_k p(w_k | w_{i-k+1}^{k-1})
\]

where \( n \) is the n-gram size of the language model. And \( p(w_k | w_{i-k+1}^{k-1}) \) can be calculate from its frequency in corpus:

\[
p(w_k | w_{i-k+1}^{k-1}) = \frac{(w_k | w_{i-k+1}^{k-1})}{(w_{i-k+1}^{k-1})}
\]

where \((\_\_\_\_)\) means the total count of the n-gram in the corpus. And in practical terms, the probability above needs some kind of smoothing, such as “add-one”, Good-Turing, Kneser-Ney smoothing and so on [40].

A. Linear Modeling for Uyghur

Because of the characteristic of Uyghur, common linear modeling for will encounter some problems:

<table>
<thead>
<tr>
<th>TABLE II. THE LEXICAL STATISTICAL DATA FOR UYGHUR AND CHINESE</th>
<th>TOTAL WORD</th>
<th>TOTAL NUMBER OF WORDS EXISTED IN THE CORPUS</th>
<th>TOTAL FREQ</th>
<th>THE SUM OF ALL WORDS’ FREQUENCIES</th>
<th>AVG FREQ</th>
<th>THE AVERAGE FREQUENCY OF EACH WORD</th>
</tr>
</thead>
<tbody>
<tr>
<td>uyghur</td>
<td>69563</td>
<td>1161801</td>
<td>1263861</td>
<td>69563</td>
<td>18.17</td>
<td>26.84</td>
</tr>
<tr>
<td>chinese</td>
<td>43285</td>
<td>1161801</td>
<td>1161301</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- Data sparseness. For each word in Uyghur can be made of several morphemes, and the number of all probable words are astronomical, which can make serious data sparseness problem. For example, we count the lexical frequencies of both languages in parallel corpus (Table 2), from where we can see less frequency per word in Uyghur, in other words, more data sparseness.
- Ignoring the relations in/between words. Traditional linear language model ignore to model relations between stems and relations inside the word. And a remedial measure for it is to model morphemes as basic units instead of words in n-gram model. This measure can describe stem-affix relations, but it still have weaker ability to describe the relations between stems.

B. Graphic Modeling for Uyghur

Since there are several drawbacks of linear modeling Uyghur, we propose a morpheme based directed graphic language model. And the directed graphic structure can better describe the characteristic of Uyghur.

As it is shown in Figure 1, we model an Uyghur sentence as directed graphic with morphemes as basic elements, where all stems are connected linearly in left-right order and all affixes are connected to previous affixes or stems. And it can be divided into two linear parts:
Algorithm 1 Estimating Probability of Sequence

1: Stemmed Seq $\leftarrow$ MA(Seq)
2: Stem-Affix Seq $\leftarrow$ RemoveAffix(Stemmed Seq)
3: Stem-Affix Seq List $\leftarrow$ Split(Stemmed Seq)
4: Stem-Affix Prob $\leftarrow$ LM(Stem-Affix Seq, Stem-Affix Model)
5: for each Stem-Affix Seq $\in$ Stem-Affix Seq List do
6: Stem-Affix Prob $\leftarrow$ (Stem-Affix Seq, Stem-Affix Model)
7: end for
8: Graphic Prob $\leftarrow$ Multiply(Stem-Stem Prob, Stem-Affix Prob)

Figure 1. The structures of linear language model (Linear LM) and graphic language model (Graphic LM). Compared to linear language model, graphic language model describe the detail relation of stems and affixes inside/outside the words. And as it is shown in the figure, it can be separated into two parts of sub-models (stem-stem and stem-affix).

- stem-stem: this part assigns the probability to all stems, similar to n-gram model, the probability can be calculated approximately by assuming the probability of observing stem can be calculated in condition of preceding n stems:

$$p(s_i) = \prod_i p(s_i | s_{i-1}^n) \approx \prod_i p(s_i | s_{i-n+1}^i)$$

(3)

where $s_i$ denotes the stem of ith word.

- stem-affix: this part calculates all affixes probabilities by means of preceding stem and affixes in the same word:

$$p(a) = \prod_i \prod_j p(a_{ij} | s_i, a_{ij-1})$$

(4)

where $a_{ij}$ denotes the jth affix in ith word in the sentence.

For the whole model, we combine both parts above together, and calculate sentences’ probabilities as follows:

$$p(w_n^j) = \prod_i (p(s_i | s_{i-n+1}^i) \prod_j p(a_{ij} | s_i, a_{ij-1}^i))$$

(5)

where stems $s$ and affixes $a$ are obtained from morphological analyzing results of the sentence $w_n^j$. The training method of both parts of this model can refer to n-gram language model. In this way, we design a morpheme based directed graphic language model, which is supposed to be a better language model for Uyghur.

Training Firstly, we morphological analyze the training corpus into stemmed one. Secondly, according to the stemmed corpus, we obtain stem-stem and stemaffix corpora by removing affixes and splitting sentences by words respectively. Then, those corpora are utilized to train linear language model for stem-stem and stem-affix respectively.

A. Morphological Analyzing

Morphological analyzing is one of the most important NLP tasks in agglutinative language [1]. The quality of morphological analyzing will affect other NLP tasks, which are based on morphological analyzing. There are three sub-task in morphological analyzing, including stemming, restoring the changed letter and POS tagging, in which we select the first sub-task stemming as the application to verify our graphic language model. Stemming is similar to segmentation, it splits each word into morphemes (Figure 2), including a stem and several following affixes. According to the characteristic of Uyghur, stemming needs the contexts of inside or outside the word, where language model is available and important.

Formally, we define a word sequence as $w_n^j$, which means it is a word sequence with words from position i to j in sentence. And each word can be segmented into, several morphemes $m$, which contain a single stem $s$ and several following affixes $a$. In this task, we try to find the most probable morphological segmentation $m_n^i$ of sentence $w_n^j$.
With linear modeling, n-gram language model selects the morpheme sequence with the maximum language model probability:

\[
\ell(w_n) = \arg \max_{m_n} \prod_i p(m_i | m_{i-1}^{i+n})
\]

where \(m\) denotes a morpheme, and \(m_n^i\) is the selected morpheme sequence of the sentence. And the \(p(m_i | m_{i-1}^{i+n})\) means n-gram language model's probability of morpheme \(m_i\) with context \(m_{i-1}^{i+n}\).

With graphic modeling, correspondingly, we try to find the morpheme sequence with the maximum model probability with stems and affixes:

\[
\ell(w_n) = \arg \max_{s_n, a_n} \prod_i p(s_i | s_{i-1}^i) \prod_{i,j} p(a_{ij} | s_i, a_{i-1}^j)
\]

where \(s_i\) denotes the stem of the \(i\)th word, and \(a_{ij}\) denotes the \(j\)th affix of \(i\)th word. The first term of Formula 7 is the stem-stem part of our graphic model and the second term is the stem-affix part.

### B. Machine Translation

Machine translation is one of the hardest problems in NLP. The performance of statistical machine translation is highly dependent on the quality of the language model (cite), and it is a good task to verify the quality of language model. In this paper, we try to verify the effectiveness of graphic language model with Uyghur as target side.

Due to the characteristics of Uyghur, the application will be performed on two different SMT system with different granularities:

- **Word Based**: The SMT model is trained with words in Uyghur side as the basic translation unit, and this kind of SMT system has several characteristics:
  - It has large-grained translation unit, which may suffer from data sparseness problem.
  - Shorter sequences will be translated while we use word as basic translation unit.
  - Word based translation system is free to recombination of morphemes into words.

- **Morpheme Based**: Correspondingly, the stemmed sentences are used to train the SMT model and stems and affixes are the basic translation unit here:
  - Smaller-grained translation unit means less data sparseness problem.
  - Longer sequences have to be translated while stems and affixes are chosen, which means higher translation complexity.
  - Morpheme based translation system have to recombine stems and affixes into completed words.

### V. Experimental Results

In this section, we verify our graphic language model through two applications. And there are three different types of language model will be utilized in the experiments:

- **Word linear LM**: the n-gram language model based on words, and it will be utilized in the application of SMT.
  - Morphemes linear LM: morpheme based n-gram language model which will be utilized in both applications.
  - Graphic LM: our graphic language model for Uyghur, and the order \((n)\) linear part is equal to corresponding comparison LM in experiments as default.

### A. Morphological Analyzing

**DataSet**: We make use of an annotated corpus Mega-words Corpus of Morphological Analysis of Uyghur, which is manually annotated by Xinjiang
multilingual key laboratory. And it contains about 67 thousands sentences, from which we select 5% as our testing set.

Training and Evaluation We train a 5-gram language model on morphemes and the linear part of our graphic model by SRI Language Modeling Toolkit [9] with Kneser-Ney smoothing. And we simply evaluate the stemming result by precision and recall of the morphemes.

<table>
<thead>
<tr>
<th>Model</th>
<th>P%</th>
<th>R%</th>
<th>F%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Morpheme linear LM</td>
<td>87.5</td>
<td>87.4</td>
<td>87.5</td>
</tr>
<tr>
<td>Graphic LM</td>
<td>88.0</td>
<td>88.6</td>
<td>88.3</td>
</tr>
</tbody>
</table>

Results As the results shown in Table 3, our graphic language model shows advantage on morphological analyzing compared to morpheme linear language model, where precision obtain an improvement of 0.5% and more than 1% improvement on recall.

B. Machine Translation

In this section, we compare our graphic language model with linear n-gram language model in SMT task. In SMT task, two different granularities are employed to verify the effectiveness of our graphic language model. One experiment is performed on word, while the other is performed on the results of morphological analyzing (stems and affixes).

DataSets For bilingual training data, we select Chinese-Uyghur corpus with 120 thousand parallel sentence pairs, which includes fifty thousand sentence pairs from corpus provided by CWMT 2011 evaluation task [5]. We obtain morphological result of the corpus by performing Uyghur morphological analyzer1 on the corpus. The parallel corpus’s word alignments are obtained by running GIZA++ [6] on the corpus in both directions and applying ”grow-diag-and” refinement.

Training and Evaluation We use the development set provided by CWMT 2011 evaluation task as our development set, and we organize 1000 sentence pairs as our own test set. The quality of translation is evaluated by the NIST BLEU-4 metric [7]. We make use of the standard MERT as the tuning algorithm to tune our cascaded translation model’s parameters on development set.

Baselines and Our model we apply SRI Language Modeling Toolkit to train language models with modified Kneser-Ney smoothing on Uyghur side of the training corpus. The open source SMT decoder Moses [8] is selected as our baseline, which contains implementation of hierarchical phase model (Moses-chart). Correspondingly, our model is based on the same decoding system Moses, and train our graphic language model on the same corpus (training corpus).

Results The experiment result is shown in Table 4, which line 2-7 show the results of word based SMT model with different language model respectively. And line 9-10 give the results of morpheme based SMT model with both linear language model and our graphic language model.

As the results shown, our graphic language model is significant better than those linear modeling language model. And both parts of our graphic language model (stem-stem, stem-affix) show their effectiveness on experiment, while the whole model shows better performance. Meanwhile, those improvements prove that it is reasonable to model Uyghur in stem-stem and stem-affix style, and this style of structure can describe some kinds characteristic of Uyghur.

VI. CONCLUSION AND FUTURE WORK

In this paper, we model Uyghur with graphic structure on the basis of the characteristics of agglutinative language by observations. The novel language model can better describe Uyghur and remit data sparseness, where evidences are provided by the experiments of different NLP tasks. The experiment results show significant improvements on morphological analyzing and SMT tasks with 0.8F-score improvements and 1.1 BLEU improvements.

For future work, we will investigate other kinds of structures that can better model Uyghur (e.g. indirected graph or all connected graph) and involve more feature of Uyghur into our model, or directly model the language model as discriminative model.
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Abstract—This paper concentrates on how to mine useful information from massive XML documents in cloud computing environment. The structure of the Cloud computing and the corresponding tree data model of a XML document are analyzed in advance. Afterwards, structure of the proposed XML data mining system is illustrated, which is made up of three layers, such as “Application layer”, “Data processing layer”, and “XML Data converting layer”. In the XML Data converting layer, XML data are collected from databases and documents, and then the source data can be converted to XML file effectively. In the data processing layer, the process of data selection, cleaning and standardization for XML data set is implemented, moreover, a XML data set with higher degree of structure and rich semantics are obtained. In the application layer, “the results report module”, “data query module” and “results analysis module” are included. Next, massive XML data mining algorithm is proposed. The main innovations of this algorithm lie in that 1) the structure of a XML document is represented as an unordered tree, 2) the sub-structures of a XML document are modeled as sub-trees, and XML trees are regarded as a forest which is made up of all the sub-trees. Experimental results show that the proposed method can effectively mine useful information from massive XML documents in cloud computing environment with high efficiency.
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I. INTRODUCTION

In recent years, Cloud computing has been a hot research field, because Cloud computing can provide flexible dynamic IT infrastructures, QoS guaranteed computing environments and so on. Furthermore, the concept of Cloud computing is defined as the computing mode, in which users can upload and download through servers in the Cloud freely [1].

As is well known that, Extensible Markup Language (XML) refers to a markup language which defines a set of rules for encoding documents in a format that is both human-readable and machine-readable [5-7]. On the other hand, because XML file has become a popular format for the data storing and data exchanging, because XML has the features of the internal flexible semi-structures. Hence, it can be seen that XML can play an important role in data mining and intelligent information processing [9].

Figure 1. Structure of the Cloud computing

As is shown in Fig. 1, Structure of the Cloud computing, which is made up of four main components, which are “Hardware as a Service” (HaaS), “Software as a Service” (SaaS), “Data as a Service” (DaaS) and “Infrastructure as a Service” (IaaS). Integrating all the above four parts, the cloud resource can be interacted with other applications.

In the Cloud computing model, Haas refers to hardware as a service, and it can meet most of the users’ requirements. SaaS denotes the software as a service, which can reduce the users’ workload of software maintenance, and the cost of software development. Particularly, DaaS means the data as a service, through which users could access the data in server easily. On the other hand, Cloud computing can give the infrastructure as a Service (IaaS) for users as well. Hence, users can access the suitable infrastructures with requirements of hardware configuration freely [1].

The technology of Cloud computing has shown the great potential in the field of IT application [2, 3, 4], software engineering et al. Programmers with creative ideas for novel Internet services no longer need the large capital outlays in hardware to utilize the proposed service or depend on humans. Furthermore, the applications of Cloud computing should not to consider the over-provisioning for a given service. In a word, using Cloud computing, the efficiency of information management can be promoted greatly [2-4].
XML documents can also be called the semi-structured data, which is traditionally modeled as Object Exchange Model (OEM). Many semi-structured data are represented by rooted trees with ordered nodes, which are called tree structured data [10]. For example, a rooted ordered tree represents the structure corresponding to the XML file (shown in Fig. 2).

Based on the above analysis, in this paper, we will focus on how to mining useful information from the massive XML data under the cloud computing environment.

The main innovations of this paper lie in the following aspects:

1) The proposed approach is made up of three layers: “Application layer”, “Data processing layer”, and “XML Data converting layer”. Massive XML data mining process can be implemented effectively using the proposed system.

2) In the XML mining processing, the structure of a XML document is represented as an unordered tree. Furthermore, the sub-structures of the XML document are represented as subtrees, and the XML tree is regarded as a forest which is made up of all the subtree.

3) Some new operations and new definitions are introduced in this proposed method.

The rest of the paper is organized as the following sections. Section 2 introduces the related works. Section 3 illustrates the proposed scheme for massive XML data mining under cloud computing environment. In section 4, experiments are conducted to make performance evaluation with comparison to other existing methods. Finally, we conclude the whole paper in section 5.

II. RELATED WORKS

As XML is an important data representation, it has been widely used in data mining and intelligent computing. In the following section, the research about XML is given as follows.

Mazuran et al. presented a method of tree based association rules mining. In this method, mining rules provide approximate structure and the information content of the extensible markup language (XML) document content. Afterwards, the data obtained by the proposed method can be stored in the XML format as well. The mining of knowledge are utilized to provide the following information: 1) giving a brief idea including both the structure and the content of XML document and 2) providing fast approximate answers to users’ queries [8].

Cokpinar et al. presented a rule mining framework which can give an efficient and effective method to solve the application of using positive and negative association rule computation running on the data streaming of XML format. Experimental results show that using XML to process data, this proposed framework is effective [9].

Jimenez et al. illustrated how scalable algorithms can be utilized to find frequent patterns from partially-ordered trees and then studied on the trade-offs which are generated in the proposed approach [10].

Romei et al. presented a system framework based on a general-purpose query language of which XML data are utilized. In the proposed system framework, raw data, mining models and human knowledge are described through XML data and then stored to the large-scale database. Afterwards, the proposed system focused on the problem of frequent pattern finding. Furthermore, the authors concentrate on how to exploit domain-dependent optimization in data extraction [11].

Zhang et al. proposed a novel system named XARMiner, which can mine useful information from XML documents with high efficiency. In this system, raw data in the XML data should be processed to transform to a XML Tree or to Multi-relational Databases. Particularly, this process needs to reduce the size of the XML document and low capacity of system memory to conduct the data mining process [12].

Chenier et al. illustrated a novel kind of broadcasting algorithm through association-rules in clients’ request trends. In this paper, three kinds of algorithms are implemented, which are Exhaustive algorithm, Recursive algorithm, and Greedy algorithm. Finally, the proposed approach is tested and compared with other traditional methods [13].

Tang et al. studied on the methods of data mining algorithm used in the format of XML. The authors draw the conclusions that using the APIs provided in this paper can construct data mining application effectively. Furthermore, this paper showed that, apart from a few algorithms, the main contribution of SQL Server Data Mining can be used in OLE DB Data Mining process. Particularly, OLE DB for Data mining is an industrial standard which is designed Microsoft [14].

From the above related research works, it can be seen that XML is of great importance in massive data mining, especially in the Cloud computing environments.

As the page limitations of this paper, some other important research works about XML in recent years please refer to paper [16-23].

III. PROPOSED SCHEME

A. Structure of the Proposed XML Data Mining System

In the massive XML data mining system, the XML language is utilized to compile the corresponding description documents for the database. Therefore, the use of such description files can reduce the database I/O burden to give an effective display mode for the original data sources. Particularly, our proposed algorithm can easily obtain the type of input data to produce output with a unified format. This process can facilitate the result
show and the use of other models. Furthermore, the proposed data mining approach can fast move between different computer systems, which aim to solve the problems in the XML data mining related applications.

As is shown in Fig. 3, the proposed system is made up of three layers, which are 1) Application layer, 2) Data processing layer, and 3) XML Data converting layer. The layer of XML data converting can collect use data from databases and documents, and then the source data can be converted to XML file effectively. For the data processing layer, the process of data selection, cleaning and standardization for XML data set is implemented, and then a XML data set with higher degree of structure and rich semantics could be obtained. In the application layer, the results report module, data query module and results analysis module are included in it.

Figure 3. Structure of the proposed XML data mining system

B. Massive XML Data Mining Algorithm

In this section, the structure of a XML document is represented as an unordered tree \((T = (N, E))\), \(N\) and \(E\) refer to the set of nodes and edges respectively. Afterwards, the sub-structures of the XML document could be modeled as subtrees. Particularly, the tree \(t = (n, e)\) denotes a subtree of a XML tree \(T\), and this relationship can be formatted as \(t \rightarrow T\). Based on the above analysis, the XML tree \(T\) can be regarded as a forest which is made up of all the subtree \(t\), and the ancestor of the subtree \(t\) is represented as \(\tilde{t}\). Next, two based operation of the XML tree is defined as follows.

Definition 1 (Insert operation)
The insert operation can create a new node \(n\), with node name and related value, as a child node of node \(m\) in an XML tree.

Definition 2 (Delete operation)
The delete operation refers to the inverse of the insertion one. It can remove the node \(n\) from a given XML tree.

Supposing that \(\{i^*, i^{*+1}\}\) denotes the \(i^{th}\) and \((i+1)^{th}\) historical states of the subtree \(t\) which is belonged to a XML tree \(T\). \(ED(t, i, i + 1)\) denotes the edit distance of \(t\) from the \(i^{th}\) state to the \((i+1)^{th}\) state. Hence, the degree of change for subtree \(t\) from state \(t\) to version \((i+1)\) is represented as follows.

\[
DC(t, i, i + 1) = \frac{ED(t, i, i + 1)}{|i^* \cup i^{*+1}|}
\]

Supposing that \(\{T^1, T^2, \ldots, T^n\}\) represent a sequence of \(n\) historical state of the XML tree structure \(T\). Furthermore, \(\Delta T\) denotes the set of subtrees which changes in the range of \([T^i, T^{i+1}]\). Hence, \(\{\Delta T_i, \Delta T_{i+1}, \ldots, \Delta T_m\}\) represents the state of changed subtrees. For a set of subtrees \(ST\), \(ST = \{t_1, t_2, \ldots, t_m\}, \forall j \in [1, m], \exists i \in [1, n-1]\). Afterwards, the frequency of change for the set \(ST\) is defined as follows.

\[
FC(ST) = \frac{1}{n-1} \sum_{i=1}^{n-1} V_i
\]

s.t.
\[
V_i = \prod_{j=1}^{m} V_{j,i}
\]

Supposing that \(\{T^1, T^2, \ldots, T^n\}\) refers to a state of \(n\) historical states of a given XML tree. \(\{\Delta T_i, \Delta T_{i+1}, \ldots, \Delta T_m\}\) denotes the state of changed subtrees. For a given minimum \(DC_\lambda\), the weight of the subtree set is defined as follows.

\[
W(ST) = \frac{\sum_{i=1}^{n-1} D_i}{FC(ST) \cdot (n-1)}
\]

s.t.
\[
D_i = \prod_{j=1}^{m} D_{j,i}
\]

Next, supposing that \(ST_t = \{t_1, t_2, \ldots, t_k\}\) refers a list of subtrees. \(FT(ST_t)\) and \(LT(ST_t)\) represent the first subtree and the last subtree which are belonged to \(ST_t\), respectively. Furthermore, the number of the weight counts which is needed to maintain for \(t\) is defined as follows.
Next, we will introduce the settings of the XMARK.DTD dataset in Table I.

In experiment 1, the execution time and the number of the enumerated candidate subtrees of the above methods are compared under different number of XML query trees.

From Fig. 4, we can see that the VBUXMiner need much longer execution time than other three miners. The reason lies in that the VBUXMiner is not suitable to be used in large-scale XML data mining.

Fig. 5 shows that the enumerated candidate sub-trees when the number of XML query trees changing.

Fig. 6 shows that the execution time with minimum supports changing.
The data mining results in Fig. 8 show that the proposed method can effectively extract the “Exchange retrieved time”, “Index value”, “Transaction amount” from massive stock transaction data.

From the above experimental results, it can be seen that the proposed scheme is superior to other schemes. The main reasons lie in the following aspects:

1) VBUXMiner is implemented by two steps. In the first step, all queries are merged into a summary structure named “compressed global tree guide”. In the second step, a bottom-up traversal scheme based on the compressed global tree guide is employed to generate frequent query patterns. To generate frequent query pattern trees rooted at node n in the compressed global tree guide, all frequent query pattern trees rooted firstly at the children of n should be generated, and then these frequent trees should be merged.

2) 2PXMiner refers to a two-pass mining algorithm that can detect frequent query patterns through retrieving database at most two times. Utilizing a transaction summary data structure and an enumeration tree, the upper bounds of the frequencies of the candidate patterns can be calculated. However, there are some limitations in this method. Firstly, this method has not considered the temporal issues which are important in capturing the user querying behavior. Secondly, this approach ignores the predicates in the query which are important in a real XML application.

3) ebXMiner outperforms VBUXMiner on the execution time. Both curves for VBUXMiner and ebXMiner increase as the number of XML query trees increases. Specifically, when the number of XML query trees is more than a given threshold, the improvement of ebXMiner is quite obvious. However, VBUXMiner does not consider the equivalent query trees in database, and results in more execution time are used for generating frequent query trees.

4) The proposed approach is made up of three layers: “Application layer”, “Data processing layer”, and “XML Data converting layer”. The layer of XML data converting can collect use data from databases and documents, and then the source data can be converted to XML file effectively. The data processing layer has the performance of data selection, cleaning and standardization. In the application layer, the results report module, data query module and results analysis module are included in it.

5) In the proposed algorithm, the structure of a XML document is represented as an unordered tree. Particularly, the sub-structures of the XML document could be modeled as sub-trees, and the XML tree can be regarded as a forest which is made up of all the sub-trees.

6) “Insert operation” and “Delete operation” are defined for XML tree operating, which could enhance the performance of data retrieving in XML documents. The insert operation can create a new node with node name and related value, and this new node can be regarded as a child node of the given XML tree. The delete operation means the inverse of the insertion one. This operation can remove a node from the given XML tree.
V. CONCLUSIONS

In this paper, we present a novel massive XML data mining algorithm under the cloud computing environment. The structure of the proposed XML data mining system includes “Application layer”, “Data processing layer”, “XML Data converting layer”. In the proposed massive XML data mining algorithm, the structure of a XML document is represented as an unordered tree, and the sub-structures of a XML document are modeled as sub-trees. Particularly, the XML tree is regarded as a forest which is made up of all the sub-trees.
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Abstract—With the development of information technology, face recognition technology has been continuously developed. This technology has attracted the attention of many researchers, including institutions and production enterprises. Face recognition technology has become a relatively independent application technology area in various social services. This paper presents a face recognition algorithm based on wavelet transform and regional directional weighted local binary pattern. First of all, this algorithm puts forward a new basis for a face recognition, namely the level of detailed components of face images containing valid facial texture details, and the recognition rate is better than that of the vertical component information and diagonal component information. This is called Horizontal Component Prior Principle (HCPP). According to HCPP, the original image is decomposed with wavelet transformation. The algorithm extracts the scale and level of detailed components. To improve the original LBP operator, it presents the regional directional weighted local binary pattern (RDW-LBP). Using the RDW-LBP, it can calculate the histogram of scale components and detailed components decomposed by wavelet. The histogram feature vector of face image can be got with the different weighted sub-regions. The feature vector can be matched with Chi-Square distance. This approach further enhances the ability to extract face direction information effectively.

Index Terms—Face Recognition; Feature Extraction; Regional Directional Weighted Local Binary Pattern

I. INTRODUCTION

Face image is a kind of biological information which can achieve through non-contact. Personal identification has been a research hotspot in the field of pattern recognition and artificial intelligence. Over the years, researchers from all over the world have done many researches, but due to variability in the practical application environment such as the non uniqueness and non rigidity, face images make a certain distance between all kinds of recognition algorithm performance and practical business application requirements [1]. Therefore, further improving the recognition rate and robustness of face recognition algorithm become a main goal of face recognition research. Pre-processing part of face image consists of four processes, namely the human face image normalization, scaling, illumination compensation and mask processing.

1. Face image normalization. According to the result of eye location, it can normalize the face database image to reduce the influence of deflection and scale change on recognition.

2. Scaling. Face image scaling can be realized by using bilinear interpolation algorithm for the calculation of wavelet decomposition. In this paper, a unified image scaling is 128 by 128.

3. Illumination compensation. Illumination change is one of the most important factors affecting the recognition rate. The problem of facial shadow caused by the uneven and excessive light will cause the recognition rate fall sharply. Adequate illumination compensation is particularly important to improve the recognition rate. Method to solve the illumination problem is divided into the following two categories. The first way is to start from the point of view of image enhancement, by the adjustment of brightness, contrast and facial image histogram distribution, to reduce the effect of illumination. Commonly used methods are histogram equalization, Gamma correction, logarithmic transformation, frequency filtering [9]. The second category is to recover the reflection component by splitting light components in the face image to effectively eliminate the effects of lighting [10-12]. In this paper, it uses the histogram equalization and LOG-DCT and Gamma correction algorithm for illumination preprocessing.

4. Mask processing. Mainly for compression and recognition of irrelevant or relatively changed areas, it uses mask processing which is assigned according to location algorithm or test library.

Basic Local Binary Pattern (LBP) was firstly put forward by Ojala [2] which was applied to the lines principle analysis and image retrieval. The late extension for unified mode circular neighborhood LBP descriptor [3] has been proposed to further reduce the dimension of the texture and to improve the ability of its portrayal of texture. Timo Ahonen [4] who firstly proposed LBP operator applied to face recognition expanded a new research idea in this field in 2004. Without training, LBP algorithm has the strong promotion and classification ability. But for all the problems, it uses a single transformation which is not conducive to seek the classification hyperplane. At the
same time, extracting histogram vector in more images will inevitably lead to high vector dimensions which will make the computational complexity increases. If images are less, it will lose statistical significance. Otherwise, the robustness and illumination problems of LBP algorithm also limit the application.

By using basic LBP operator based on local texture feature, Timo Ahonen [5] introduced the idea of weighted sub-block on the basis of face image which further strengthened a lot of detailed characteristics of the eye and mouth area to affect recognition results. The method on FERET face database achieved good recognition performance. Shengcai Liao [6] proposed a method of multi-scale Block LBP, which separated image into blocks on the basis of calculating the first level scale image LBP map and used average grey value of subblocks to generate the second level scale image. Finally the multistage scale LBP histogram can be connected as a feature vector. The LBP feature histogram calculated by this way can contain both the micro and macro structure characteristics of the image, so the algorithm is more robust.

In order to improve the LBP operator’s ability to depict texture directionality, Mr Zhang proposed a method of combining LBP operator with Gabor wavelet for face recognition algorithm. First of all, this algorithm used multi-resolution Gabor wavelet filter for the normalized face image and extracted multiple Gabor amplitude domain mapping (Gabor Magnitude Map, GMM) corresponding to different directions and different scales, and then used LBP operator to calculate the local neighborhood relation on each GMM model. Combining with the Fisher discriminant classifier, the weighted matching HSLGBP binary was used for classification. Finally the algorithm on FERET face database also achieved good recognition performance. Wang wei extracted LBP feature spectra of two-stage low-frequency component by discrete wavelet decomposition, the test also achieved good recognition rate.

Xiaoyang Tan and Bill Triggs [7] [8] proposed a scalable LBP texture description operator—Local Ternary Pattern, (LTP). Threshold function of the LBP operator was modified by LTP operator. A original certain threshold value was improved to a set of threshold value intervals. And binary texture pattern of LBP was improved to the ternary texture patterns. At the same time, in order to reduce the complexity of the algorithm, the standard LTP texture model was divided into ULBP (Upper LBP) and LLBP (Lower LBP)-two LBP texture pattern for processing. The symmetry and noise threshold of LTP texture pattern can effectively eliminate the noise which improved the defects of LBP mode being sensitive to noise to improve the recognition rate. However, LTP has higher characteristic dimension problem, which makes the LTP feature need to take up more memory in storage and classification matching and makes the algorithm complex. It has seriously affected the further application of LTP.

So far, from previous research the following conclusions can be summarized. LBP operator describes the details of image, it has high distinguish ability to similar face images. But because LBP descriptor is small, it is more sensitive to noise and illumination. At the same time, the previous extension and improvement of LBP operator is proposed on the basis of the neighborhood pixel, they ignored the details of a microscopic scale and different direction which will affect recognition rate.

In the next section, we study process of face image preprocessing. In Section 3 we propose an improved optimization algorithm. In Section 4, we test the performance of proposed scheme and compare it with other face recognition algorithms. In Section 5 we conclude the paper and give some remarks.

II. PROCESS OF FACE IMAGE PREPROCESSING

Light, deflection, size, background and other objective factors are the enormous challenges for face recognition algorithms to improve the recognition rate. These factors must have certain robustness which is one of the main criteria for a practical recognition system. The effective pretreatment is a major method to reduce the influence of external factors. Pre-processing part of face image consists of four processes, namely the human face image normalization, scaling, illumination compensation and mask processing.

A series of different resolution sub-images by wavelet transform are obtained to form the original face image. Different sub images correspond to different frequency. The same level of the high frequency in sub-images reflects the decomposed images in different directions on the details. Low-frequency sub-images contain the main information in decomposed images. The eyes and the mouth have the main effect for recognition than other areas in a face image. After wavelet decomposition in face image, 3 detailed components can be obtained, and the horizontal detailed component contains the more features than other components in facial recognition. That’s the reason why the horizontal component is taken as the priority principle. 2D-Gabor function is defined as (1).

$$
\psi_{\psi}(x, y) = \frac{k^2}{\sigma^2} \exp \left( -\frac{k^2(x^2 + y^2)}{2\sigma^2} \right) \left[ \exp \left( ik \frac{x}{\sigma} \right) - \exp \left( \sigma^2 \right) \right].
$$

$$
k = \begin{pmatrix}
    k_x \\
    k_y
\end{pmatrix} = \begin{pmatrix}
    k_x \cos \varphi_x \\
    k_x \sin \varphi_x
\end{pmatrix},
\quad k_x = 2 \frac{m \pi}{K},
\quad \varphi_x = \frac{u \pi}{K}.
$$

x, y are Coordinate values of pixels. u is direction of Gabor wavelet. K is the number of total direction. 

v is scale factor of Gabor wavelet. \( \frac{k}{\sigma} \) determines the size of Gaussian window. The convolution of \( I(x, y) \) and \( \psi_{\psi}(x, y) \) is (2).

$$
M(u, v, x, y) = \psi_{\psi}(x, y) \otimes I(x, y) = \int \psi_{\psi}(x, y) \cdot I(x, y) dx dy
$$
III. AN IMPROVED OPTIMIZATION ALGORITHM

A kind of algorithm based on wavelet transform and regional directional weighted local binary pattern is proposed for face recognition. First, the algorithm puts forward a new aspect for face recognition basis that the horizontal component details of the face image contain more effective facial textures than vertical component ones and also the level component details do more contribution than vertical component ones for recognition rate. Here is called a horizontal component prior principle (HCPP). According to the HCPP, algorithm uses wavelet transformation to the original image decomposition to extract the scale of the components and horizontal detail. To improve the original LBP operator, the regional directional weighted local binary pattern (RDW-LBP) is proposed. After the wavelet decomposition of the scale component and level detail component, its DW-LBP histogram can be calculated, and different sub areas are weighted in marco meaning, a character vector of RDW-LBP is obtained corresponding to the face image. Finally, the Chi-Square distance is used for sequence histogram matching. By improving the primitive image calculation method of the LBP, RDW-LBP intensifies the ability to extract the facial texture information in effective direction.

LBP is based on the center pixel gray value and the local neighborhood pixel gray value to generate decimal code between two values and then calculate the histogram of LBP image to describe the texture details. The LBP operator basically consists of a 3 by 3 matrix which contains 9 pixel gray values. Suppose that gray value of the center pixel is $g_c$, 8 pixels around the center respectively are $g_0$ to $g_7$ (Fig. 1). The formula for the calculation of the basic LBP is Fig. 2.

\[
LBP(g_0, g_c) = \sum_{k=0}^{7} 2^k S(g_c - g_k)
\]

(3)

\[
S(g_c - g_k) = \begin{cases} 
1 & g_c - g_k \geq \delta_i \\
0 & g_c - g_k < \delta_i 
\end{cases}
\]

(4)

It can be promoted to coding pattern of circular neighborhood. Due to pixels symmetry of circular neighborhood, we can calculate threshold setting of [0°, 90°] interval, then by symmetry transformation, we can get threshold distribution of the whole circle domain. It is supposed that there are $P$ number of sample pixel point, $P = 2^d$. A circle is divided into four intervals and take the IV interval for threshold sorting analysis. The point which is closer to number $g_{k+2^j}$, the corresponding binary threshold $\delta_i, i = 1, 2, \ldots, k$ is less. The point which is closer to number $g_{k+2^{j+1}}$ the corresponding binary threshold $\delta_i, i = 1, 2, \ldots, k$ is bigger and $\delta_0 \leq \delta_1 \leq \delta_k$.

In order to improve the rotation invariant of LBP operator, it is a good method to change the square neighborhood to circular neighborhood with arbitrary radius.

\[
\begin{array}{ccc}
g_1 & g_6 & g_5 \\
g_0 & g_4 & \\
g_1 & g_2 & g_3 \\
\end{array}
\]

Figure 1. LBP operator

\[
\begin{array}{cccc}
134 & 143 & 156 & 0 \\
227 & 182 & 210 & 128 \\
208 & 182 & 180 & 64 \\
\end{array}
\]

Binary:11101000
LBP=128+64+32+8+2+1=232

Figure 2. Calculation of LBP

So coding mode can be expressed as (5) to (7) and $BI(\cdot)$ represents bilinear interpolation calculation.

\[
\{g_i, |i=0,1,\ldots,k\} = BI(g_c, R, \theta)
\]

(5)

\[
DW-LBP(g_c) = \sum_{i=0}^{P-1} 2^i S(g_c - g_i)
\]

(6)

\[
S(g_c - g_i) = \begin{cases} 
1 & g_c - g_i \geq \delta_i \\
0 & g_c - g_i < \delta_i 
\end{cases}
\]

(7)

From the definition of the LBP operator, it can be thought as a fusion of statistical method and structure analysis method for texture feature extraction. Each pixel in LBP will find a best matching code generated by original texture. LBP can overcome the deficiency of traditional statistical or structural method and has strong ability to describe the texture feature.

In this paper, binary local model RDW - LBP is proposed based on texture according to the different weighted directions. RDW - LBP thinks that the special texture of the face image, also is in line with the HCPP. So the local neighborhood pixels should not be assigned with equal weighting, and should be treated differently. Because horizontal direction information is more conducive to identify, horizontal direction should be given greater weight.

Figure 3. The original image and output with LBP

Take the eight neighborhood pixels of 3 by 3 matrix for example (Figure 1), $g_0$ and $g_4$ are located as the level
adjacent pixels to the center pixel $g_c$. Their gray level difference with the center pixel represents brightness change of the local texture in the horizontal direction, thus it has maximum weight. $g_2$ and $g_6$ is directly below and above on the center pixel, and the weight takes second place. $g_3$, $g_5$, $g_8$ and $g_7$ have diagonal location with the center pixel, and they have minimum weight.

According to the algorithm, the weight is updated as shown in (8).

$$W_{i,c} = \exp(-\|g_i - g_c\|^2/t)$$  \hspace{1cm} (8)

So the vector can be calculated as (9):

$$Q_i = \sum_{k=0}^{n-1} 2^k S(g_i - g_c) \cdot W_{i,c}$$  \hspace{1cm} (9)

$N$ represents the number of the matrix. Based on RDW-LBP, different areas of the face image can be made with different weight. Fig. 3 shows that the 64 x 64 resolution of face images are divided into different number of blocks, as well as the weighting of the sub-block. According to the following situation, eye block has the maximum weight (dark grey), mouth weight (light gray) is smaller than eye block weight, cheeks and forehead weights (white) are smaller than mouth weight, and the weight of the rest parts is 0, which represents area not be included in the calculation. In practice, the weight can be adjusted according to the result of face positioning.

Here the function can be shown as follows:

$$P^{(n-1)} = (Q_1, Q_2, ..., Q_{n-1})$$  \hspace{1cm} (10)

$$R^{(n-1)} = [P^{(n-1)}]^{T} \cdot D_{w} \cdot [P^{(n-1)}]$$  \hspace{1cm} (11)

The Euclidean Distance is usually a distance definition. It is the true distance between two points in the m dimensional space. The smaller the distance is, the more similar two histograms are.

$$d(H_1, H_2) = \sqrt{\sum (H_1(i) - H_2(i))^2}$$  \hspace{1cm} (12)

The Chi-Square. For chi-square, the higher matching degree is, the smaller the distance is, and the chi-square value is lower.

$$d(H_1, H_2) = \sum \frac{(H_1(i) + H_2(i))^2}{H_1(i) + H_2(i)}$$  \hspace{1cm} (13)

The Bhattacharyya Distance is used to measure the correlation of two groups of feature histogram, which is commonly used for classifier algorithm.

$$d(H_1, H_2) = \sqrt{\sum \frac{H_1(i) \cdot H_2(i)}{\sum H_1(i) \sum H_2(i)}}$$  \hspace{1cm} (14)

In this paper, the Chi-Square is used to classify extracted characteristic vector. Assume that using n-tier wavelet decomposition, detail coefficients can be obtained after the multistage scale decomposition. With the multistage scale decomposition of coefficient, each sub-figure is divided into m by m sub-regions. The sub-regions are separately calculated into RDW-LBP histogram, and all the RDW-LBP histograms are concatenated into a sequence of facial features.

IV. EXPERIMENT AND ANALYSIS

In order to test the RDW-LBP algorithm, this paper selects the most commonly used two people face databases to test face recognition, which are AR face database and ORL face database respectively. In order to eliminate gender difference in recognition rate, this article from the AR face database randomly selects 50 people of the 70 men and 50 women face images for training and testing. Because this article focuses on testing recognition algorithm efficiency in shining environment, we select 12 images without shelter in each 24 pictures, 6 pieces are for training, and 6 copies are for testing. In ORL face database, it selects the volunteers in the experiment with odd number 5 images for training and even number 5 images for testing. TABLE I is recognition rate with three wavelet decomposition.

Based on horizontal component priority principle, Level details of face image do the largest contribution for recognition rate, which is greater than the vertical components and the diagonal components.

Because the different wavelet image decomposition can produce different results. In order to test the wavelet type influence on recognition rate, this paper compares the Haar wavelet, Daubechies wavelet and wavelet Sym-4 in AR and ORL face databases. TABLE I shows the wavelet's impact on the final recognition rate. From each group of LL+LH, it can be seen in the column data, Haar wavelet shows the optimal effect. Its main reason is that, although the three low frequency component of the decomposed wavelet level LL, Haar wavelet information retention is incomplete, but it retained the most abundant high frequency LH details accordingly. For face recognition, different wavelet base for the low-frequency component are not obvious, the high frequency components provide the more detailed information, and the more conducive to improve recognition rate. The ultimate recognition rate of using Haar wavelet is optimal.
Wavelet is an important tool for multi-scale analysis. Different decomposition layers can extract the details in different scales and can show different facial features. But because the LBP operator is the local texture feature, excessive decomposition layers may make the number of pixels too little in matrix, which will make LBP operator more sensitive to noise. Finally, it will affect the recognition. Therefore, this paper tests the effect of different wavelet decomposition layers on the final recognition rate. The Haar wavelet which has been tested with high recognition rate above is selected to test the recognition rate with different decomposition layers. TABLE II is recognition rate with different decomposition layers and TABLE III is recognition rate of different algorithms in the AR face recognition. TABLE II shows that the increase of Haar wavelet decomposition level can improve the recognition rate. But it is not the more the better. From the table II, it shows the recognition rate with 3 levels Haar wavelet decomposition is less than the recognition rate with 2 levels Haar wavelet decomposition. Also, the 3 level Haar wavelet decomposition increases the complexity and leads to the decrease of the calculation speed. So 2 levels Haar wavelet decomposition is used to extract features.

### TABLE I. RECOGNITION RATE WITH THE THREE WAVELET DECOMPOSITION

<table>
<thead>
<tr>
<th></th>
<th>Haar (%)</th>
<th>Daubechies (%)</th>
<th>Sym-4 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LL+LH</td>
<td>LL</td>
<td>LL+LH</td>
</tr>
<tr>
<td>AR</td>
<td>97.2</td>
<td>96.2</td>
<td>96.5</td>
</tr>
<tr>
<td>ORL</td>
<td>99.2</td>
<td>97.8</td>
<td>98.7</td>
</tr>
<tr>
<td></td>
<td>LL</td>
<td>LL+LH</td>
<td>LL</td>
</tr>
<tr>
<td>AR</td>
<td>94.1</td>
<td>96.3</td>
<td>94.4</td>
</tr>
<tr>
<td>ORL</td>
<td>98.3</td>
<td>98.6</td>
<td>97.8</td>
</tr>
</tbody>
</table>

This article uses the Haar wavelet and RDW-LBP for human face feature extraction and Chi-Square for recognition test. On AR and ORL face databases, it is helpful to select the PCA, LBP and RDW-LBP recognition algorithm for recognition test and analysis. 500 pictures in AR face database are selected and added Gaussian noise the mean of which is 0 and the variance is 0.05, and the correct identified pieces are 489. The results increases by 4.1% and 1.8% respectively compared with PCA, LBP recognition rate (TABLE III); In ORL face database, 250 pictures are used for test and added Gaussian noise the mean of which is 0 and the variance is 0.05, the correct identified pieces are 243 pieces. The results increase by 5.5% and 3% respectively compared with PCA and LBP recognition rate (TABLE IV). Experimental data shows that RDW-LBP has strong face texture feature describing ability and robustness of facial expression.

As can be seen from Fig. 5 and Fig. 6, the red line represents the RDW-LBP algorithm, the blue line represents LBP algorithm. Number 1 represents matrix of 2*2, 2 represents matrix of 3*2, 3 represents matrix of 3*3, 4 represents matrix of 4*2, 5 represents matrix of 4*3, and 6 represents matrix of 4*4. With the increasing dimensions of the sample matrix, the two kinds of algorithm have greatly improved recognition rate. Under the same dimension, RDW-LBP algorithm recognition rate is superior to the recognition rate of LBP algorithm. After 3*3 matrix, the recognition rate is not obviously increased with the increase of dimensionality, but the increase of dimensionality decreases the speed of operation which will not be able to improve the efficiency. In the experiment, 3*3 matrix is selected as the sample matrix.

The recognition rate with noise in the yale face database is shown in Fig. 7 in which the red line represents the PCA algorithm, the green line represents LBP algorithm, and the blue line represents the RDW-LBP algorithm. Horizontal axis represents variance of Gaussian noise and vertical axis represents recognition rate. It clearly shows that the recognition rates with noise by PCA and LBP decrease with the increase of noise, but the recognition rate by RDW-LBP increases. With the Feret face database, the recognition rates with the three different algorithms have the same situation as is shown in Fig. 8. The experiments show that the RDW-LBP algorithm has good robustness.
In order to increase the performance of face recognition algorithm, this paper has proposed an improved algorithm.

It has been a major research goal to improve the recognition rate and robustness of face recognition algorithm. Aiming at this goal, this paper first analyzes the recognition rate and robustness of face recognition algorithm. The Chi-Square is used to classify extracted texture description operator for robust face recognition. The regional type specification of binary local RDW-LBP puts forward a directional weighted based multi-scale HCPP is reasonable and correct, relative to the LBP characteristic vector. Experimental results indicate that HCPP is reasonable and correct, relative to the LBP operator. RDW-LBP operator proposed in this paper does not increase the calculation complexity, but effectively improves the recognition rate.

V. CONCLUSIONS

| Table III. Recognition Rate of Different Algorithms in the AR Face Recognition |
|-----------------|----------------|----------------|----------------|----------------|
|                | PCA            | LBP            | RDW-LBP        |
| With noise     | 93.2%          | 94.2%          | 95.5%          | 97.1%          |
| Without noise  | 99.2%          | 97.3%          | 98.4%          |

| Table IV. Recognition Rate of Different Algorithms in the ORL Face Recognition |
|-----------------|----------------|----------------|----------------|----------------|
|                | PCA            | LBP            | RDW-LBP        |
| With noise     | 92.7%          | 93.5%          | 95.2%          | 96.3%          |
| Without noise  | 98.2%          | 98.7%          |

Figure 8. Recognition rate with noise in the Feret face recognition
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Abstract—Contraposing to the features of image data with high sparsity of and the problems on determination of clustering numbers, we try to put forward an color image segmentation algorithm, combined with semi-supervised machine learning technology and spectral graph theory. By the research of related theories and methods of spectral clustering algorithms, we introduce information entropy conception to design a method which can automatically optimize the scale parameter value. So it avoids the unstability in clustering result of the scale parameter input manually. In addition, we try to excavate available priori information existing in large number of non-generic data and apply semi-supervised algorithm to improve the clustering performance for rare class. We also use added tag data to compute similar matrix and perform clustering through FKCM algorithms. By the simulation of standard dataset and image segmentation, the experiments demonstrate our algorithm has overcome the defects of traditional spectral clustering methods, which are sensitive to outliers and easy to fall into local optimum, and also poor in the convergence rate.

Index Terms—Spectral Clustering; Segmentation; Intimate Matrix; Scale Parameter; KFCM

I. INTRODUCTION

Color image segmentation based on data clustering is to take the whole image as an integral data. The predetermined defined distance measure method is used to calculate the similarity relation of pixel point to determine different regions of image. During past dozens of years, people apply many different clustering algorithms into image segmentation such as means algorithm [1, 2]. Since K means algorithm only fits data in spherical space and many data structures in reality are not this shape, segmentation results which are caused by these methods cannot be satisfied. Recently, spectral clustering based on spectral graph theory [3, 4, 5] has attracted people’s focus of research. Compared to traditional algorithm, it has obvious advantages. This algorithm can operate in sample space with random shape and converge in global optimization and this characteristic extensively adapts to data. In addition, by means of spectral clustering, Gauss kernel needs to be applied to calculate similarity between random two points to form similarity matrix for clustering. When the scale of data set is large, computational complexity and memory capacitance of eigenvector decomposition which is performed by L matrix obtained from similarity matrix will become bottleneck. Meanwhile, parameter \( \xi \) in Gauss kernel has the largest influence on similarity between two points. However, there is not any effective method in current theory to automatically select the most appropriate value [6]. The value can only be set according to human experience. If data set type is different, \( \xi \) value is also different so it causes unstable clustering results. On the basis of above analysis, there are two points which can be generalized from problems in this method: (1) Clustering is very sensitive to parameter; (2) Large time complexity and space complexity.

Towards above problems, scholars constantly study and effectively combine ensemble learning methods and spectral clustering [7, 8] to improve the robustness of clustering method and to avoid parameter selection troubles. Meanwhile, through many studies, it has been proved that the performance of clustering ensemble is superior to single clustering algorithm when it performs data-clustering with random shape and scale [9]. In 2003, Dudoit and J.Fridlyand [10] applied BOOTSTRAP sampling technology of data to generate different subsets of data and used the same algorithm to cluster on these different subsets so as to form a group of clustering. In 2005, Tang Wei and Zhou Zhihua [11] applied generating method of selective clustering member. They used BOOTSTRAP sampling method to obtain different data subset and cluster in this data subset with clustering algorithm to get different clustering members. Muna and Domeniconi [12] used different parameters of Locally Adaptive Clustering algorithm to generate diversified clustering members. Through certain selective strategy, Fern and Lin [13] selected some of clustering results to ensemble. In 2009, Hore, etc divided large dataset into non-overlapping data subset and clustered each data subset. The obtained diversified data is divided and BIPARTITE and METIS methods are used to integrate. Jia [14] applied the nearest neighbor method to select suitable clustering member to obtain integration result.

Through above introductions, we can see that scholars adopted different methods to study based on image segmentation and obtain satisfied results to some extent. The implementation clustering method to study image segmentation attaches scholars’ more and more attentions.

Therefore, this paper uses spectral clustering method to deeply study the image segmentation and clustering integration technology to further improve the performance of image segmentation. We attempt to
excavate available prior information in amounts of non-category data and apply semi-supervised algorithm to solve and excavate rare class problems. As image segmentation method is too sensitive to parameter selection, ensemble learning method with robustness and strong generalization ability can be applied. A self-adaptive semi-supervised fuzzy spectral clustering algorithm is proposed. This algorithm does not need to determine clustering category and it computes the value of scale parameter \( \sigma \) according to the distance between two points. Through the analysis on the spectral clustering algorithm and the problems of super-boundary integration method, K-MEANS algorithm in spectral clustering is replaced by FKCM algorithm. The fuzzy cluster validity function is introduced in algorithm to optimize cluster number. Membership matrix formed by FCM will extend “0” and “1” in super boundary fusion method to range [0, 1] and cluster new super boundary so as to obtain final image segmentation result. Finally, by means of simulation experiment of data sets and image segmentation, the result shows that clustering effect of this algorithm is perfect.

II. PRELIMINARY WORKS

A. Image Segmentation Models

Image segmentation technology has become a research spot in the field of image processing to be studied by most scholars recently. Thousands of image segmentation algorithms have been proposed so far and hundreds of research results will be published every year. Since most image segmentation algorithms are put forward for special problems, there are big limitations and pertinence [15]. Related researchers have proposed an accepted definition for image segmentation based on the set theory [16]:

The images to be segmented are looked as a set denoted by \( R \). The process of segmentation is equivalent to segment \( R \) into several sub-sets \( R_1, R_2, \ldots, R_n \) by different algorithms. The sub-sets should satisfy the following conditions:

1. \( \bigcup_{i=1}^{n} R_i = R \)
2. \( R_i \cap R_j \neq \Phi \)
3. \( P(R_i) = \text{TRUE}, i = 1, 2, \ldots, n \)
4. \( P(R_i \cup R_j) = \text{FALSE}, i \neq j \)
5. \( R_i \) is connected area, \( i = 1, 2, \ldots, n \)

In the above points, (a) means the segmented images set can be used to revert to original images; (b) means there are not overlapped parts among the segmented sub-sets; (c) means each of the segmented sub-sets should be non-empty; (d) means different segmented sub-sets are independent each other in character or feature; (e) means any of segmented sub-sets is connected.

B. Implementation of Spectral Clustering Algorithm

The idea of spectral clustering algorithm originates from spectra division theory and it takes clustering as a multi-channeled division problem of undirected graph.

Original sample data is mapped to k-dimension space. Then, clustering algorithms such as traditional k-means, kernel c-means, etc are applied to cluster in k-dimension space.

We assume a dataset \( X \), \( X = \{x_1, x_2, \ldots, x_n\} \) is considered as an undirected weighted graph \( G(V,E,A) \). \( V \) is vertex set, \( E \) is side set, \( A \) is intimacy matrix set which denotes the side weight set to connect two vertex. We choose Gauss kernel function to define the intimacy matrix

\[
\tilde{k}_{ij} = \exp\left(\frac{-\|x_i - x_j\|^2}{\sigma^2}\right), i \neq j
\]  

\( \tilde{k}_{ij} \) is kernel of Gauss, \( \sigma \) is kernel radius which controls the attenuation speed of \( \tilde{k}_{ij} \). According to spectrum theory the value of \( \sigma \) is given and the line vector of \( \tilde{k}_{ij} \) will surround them for clustering which distribute on the hypersphere of k-dimension space. \( D \) is diagonal matrix and

\[
D_{ij} = \sum_{j=1}^{n} \tilde{k}_{ij}
\]

\[
k_{ij} = \frac{\tilde{k}_{ij}}{\sqrt{D_{ii}D_{jj}}}
\]

Calculate corresponding eigenvectors of the first \( k \) maximum eigenvalues in matrix \( K \) to establish matrix \( Y[n \times k] \). Each line of matrix \( Y \) is unitized to get matrix \( V \)

\[
V_{ij} = Y_{ij} / (\sum_{j=1}^{k} Y_{ij})^{1/2}
\]

All the line vectors in \( V \) are considered as points of \( R^k \)-dimension space. These data points are clustered with k-means or other clustering methods. If and only if the \( i_{th} \) behavior is clustered as \( j \), the original data point \( x_i \) is the \( j_{th} \) class.

Spectral clustering often constructs weighted graph using the image pixels as convexes when segmenting images. The weight of side reflects the similarity among the pixels. By analysis on the eigenvectors and eigenvalues of weighted matrix whose elements are the side weight of graph, the vertexes can be clustered to segment the image. For a piece of image, the principle rules for segmentation are to make maximum internal similarity of \( k \) sub-images and minimum similarity among these sub-images. So we can calculate the value of RAassoc [17] to determine the performance of segmentation.

\[
\text{RAassoc}(G) = \max_{\alpha} \sum_{\alpha} \text{link}(V_i, V_j)
\]

\[
\text{link}(A,B) = \sum_{\alpha \in \alpha \cap \beta} W_{ij}
\]
deg \text{ress}(A) = \text{link}(A, V)

\(W_{ij}\) denotes the connected weight among the pixels.

III. ADAPTIVE FUZZY SEMI-SUPERVISED SPECTRAL CLUSTERING ALGORITHM

A. Optimization of Scale Parameter

It is an important procedure to establish intimate matrix in spectral clustering algorithm. Usually Gauss kernel function is used to define the intimate matrix. For the scaling parameters the given kernel radius will directly affect the clustering results. The scaling parameter may be looked as a measuring standard to judge whether two data points are the same, as is considered in data processing. While there are not corresponding provided standard to process the data belonging to different fields. So the determination of kernel radius will influence the final results by scaling parameter \(\sigma\), as shown in the following experiments.

It can be seen that the clustering results are different with different \(\sigma\), so the choice of \(\sigma\) can not be ignored. The relation between \(c\) and clusters number is: when \(\sigma\) has smaller value, which means each data object has smaller effect on around areas. \(w_{ij}\) appears to the sum of spike-like functions who takes \(n\) data points as the center. The clustering result will generate many clusters. The most extreme case is that each data point aggregates into a cluster respectively, which is obviously pointless. On the contrary, when \(\sigma\) takes a larger value, each data object has bigger effect on around areas. \(w_{ij}\) appears to the sum of function composed by \(n\) data points, changing slowly with large width. In the most extreme case, all the points are aggregated into one cluster. Therefore, to acquire clustering results as accurate as possible, the decision of \(\sigma\) should embody the distributed features of original data.

Zelnik-Manor proposed an adaptive SC algorithm in [18] to solve the problem of \(\sigma\). The optimal determination of \(\sigma\) in spectral clustering can be performed as the searching method directly on original data. The cross-validation may be used to avoid the problem caused by single choice of scaling parameter \(\sigma\). In this paper we will replace the calculation of \(\sigma\) with local \(\sigma_i\) of each data point. So the distance between \(x_i\) and \(x_j\) is \(d(x_i, x_j)/\sigma_i\), and the contrary from \(x_j\) to \(x_i\) is \(d(x_j, x_i)/\sigma_j\). Then the distance between two points is defined as:

\[
d^2(x_i, x_j) = \frac{d(x_i, x_j)d(x_j, x_i)}{\sigma_i\sigma_j}
\]  

(6)
The intimate matrix is:

\[
k_{ij} = \exp\left[-\frac{1}{\sigma_i \sigma_j} d^2(x_i, x_j)\right]
\]  

(7)

Its diagonal matrix and Laplacian matrix are:

\[
D_{ii} = \sum_{j=1}^{n} k_{ij}
\]

(8)

\[
K_{ii} = \frac{k_{ii}}{\sum_{j=1}^{n} k_{ij}}
\]

(9)

We use a special scaling parameter which permits them to adaptively regulate the distance between the points according to the near local statistics of neighborhood. The choice of \( \sigma_i \) can be determined by the research on local statistics of data point \( x_i \). So \( \sigma_i \) is calculated as:

\[
\sigma_i = d(x_i, x_m)
\]

(10)

\( x_m \) is the \( m_{th} \) neighbor point of \( x_i \) and \( d(x_i, x_m) \) is the distance between \( x_i \) and \( x_m \).

B. Determination of Validity Index

The clustering number \( c \) is closely related to the clustering quality: larger value will make the clustering results complicated and hard to explain and analyze; smaller value will cause information loss and misleading to the final decision. The validity index can be used to determine reasonable clustering numbers, to ensure more effective clustering results of the algorithm. To acquire better fuzzy kernel c-means results, we choose the kernelized AmineM.Bensaid validity index. It is defined as:

\[
V_{Kmeans}(U, V; c) = \sum_{i=1}^{n} \sum_{j=1}^{n} u_{ij}^c (1 - K(v_i, v_j)) / \left[\sum_{i=1}^{n} \sum_{j=1}^{n} (1 - K(v_i, v_j))\right]
\]

(11)

\( u_{ij} \), \( \sum_{j=1}^{n} u_{ij} (1 - K(v_i, v_j)) \) are used to measure the compactness inside the class. The smaller this value is, the more compact the element in the class is; \( \sum_{j=1}^{n} (1 - K(v_i, v_j)) \) is to measure the separation among the classes.

C. KFCM Algorithm

Given limited samples set \( x_i \in \mathbb{R}^n \), kernel function \( \Phi \) is used to map the samples set on high-dimension space \( H \), that is, \( \Phi : \mathbb{R}^n \rightarrow H \). The topology structure of samples in the original space keeps unchanged and \( \Phi(x_i) \) denotes the \( k_{th} \) class center of feature space \( H \). Then the target function of FKCM clustering is:

\[
J = \frac{c}{n} \sum_{i=1}^{n} \sum_{j=1}^{n} u_{ij}^c \| \Phi(x_i) - \Phi(v_j) \|^2
\]

(12)

\[
= \frac{c}{n} \sum_{i=1}^{n} \sum_{j=1}^{n} u_{ij}^c [K(x_i, x_j) - 2K(x_i, v_j) + K(v_j, v_j)]
\]

\( v_i \) denotes the class center of the \( i_{th} \) class; \( \alpha > 0 \) denotes the weight index; \( \Phi(v_j) \) denotes the image of this center in corresponding kernel space and it is described as:

\[
\Phi(v_j) = \frac{\sum_{j=1}^{n} u_{ij}^c \Phi(x_i)}{\sum_{j=1}^{n} u_{ij}^c}
\]

(13)

Satisfying following constrits:

\[
0 \leq \mu \leq 1, i = 1, 2, ..., n, j = 1, 2, ..., k
\]

\[
\sum_{j=1}^{n} \mu_{ij} = 1
\]

\[
0 < \sum_{i=1}^{n} \mu_{ij} < n
\]

In the feature space \( H \), the membership function is:

\[
\mu_{ij} = \frac{1}{\sum_{x=1}^{n} (Q_{ij})^{-\frac{1}{\alpha}}}
\]

(14)

\[
Q_{ij} = K(x_i, x_j) - 2K(x_i, v_j) + K(v_j, v_j)
\]

is the Euclidean distance from the \( j_{th} \) sample to the center of the \( i_{th} \) class.

\[
K(x_i, v_j) = \Phi(x_i) \Phi(v_j) = \sum_{j=1}^{n} u_{ij}^c K(x_j, x_i) / \sum_{j=1}^{n} u_{ij}^c
\]

(15)

\[
K(v_j, v_j) = \sum_{i=1}^{n} \sum_{j=1}^{n} u_{ij}^c u_{ij}^c K(x_j, x_j) / \sum_{j=1}^{n} u_{ij}^c
\]

(16)

So we get

\[
Q_{ij} = K_{ij} - (2/N) \sum_{j=1}^{n} \mu_{ij} K_{ij} + (1/N^2) \sum_{j=1}^{n} \sum_{k=1}^{n} \mu_{ij} \mu_{jk} K_{jk}
\]

(17)

Bezdek introduces the weighted index \( \alpha \), called smoothing factor either, to control the sharing degree among the fuzzy clustering. Thus, to acquire the fuzzy clustering we must choose suitable \( \alpha \). Since the selection of optimal \( \alpha \) lacks theoretic instruction, Bezdek and Hathaway study the conclusion about sample number \( n \) which is related to the value of \( \alpha \), from the convergence of algorithm. They advice \( m > n/(n-2) \). In Pal’s research, in the experiments of clustering effectiveness, the conclusion is that the optimal range of \( \alpha \) should be \([1.5, 2.5]\) and \( m = 2 \) is generally adopted.

The detail of KFCM algorithm is described as the follows:
Step 1: Given the number of clustering class \( c(2 \leq c \leq k) \). \( k \) is the number of samples. Assuming the iteration ending threshold \( \varepsilon = 0.01 \) and the algorithm iteration calculator \( t = 1 \). Choose the kernel function \( K \) and its parameters;

Step 2: Initializing the membership matrix;

Step 3: Computing the distance from samples to the clustering center according to equation 17;

Step 4: Recalculating the membership degree of each sample according to equation 14;

Step 5: If \( \max_i | \mu_{ij}^t - \mu_{ij}^{t-1} | > \varepsilon \), go to step 3;

Step 6: If \( V_{\text{tholes}} > V_{\text{eps}}^{t-1} \), the validity index is the optimal clustering number \( c \); otherwise \( c = c + 1 \) and go to step3.

D. Adaptive Fuzzy Spectral Clustering Algorithm

The adaptive semi-supervised fuzzy spectral clustering algorithm proposed by our paper is using the data information of tag to adjust the distance matrix formed by the distance among the points. It makes the points distribution inside the clustering as close as possible and the clustering as separated as possible each other. When adjusted matrix adopts the spectral clustering algorithm for clustering, we should make the distance between the \( K_n \) and \( (K+1)_n \) eigenvalue of matrix \( K \) as large as possible, to acquire better clustering results.

In the semi-supervised clustering process, the tag data provided by users have two kinds commonly [19]: Tag data with class; pair of point limit (marking whether two points are from the same class). The tag data of the latter form is some kind of weaker tag data, but the former is more reasonable for tag data with classes. We can turn it into equivalent pair point limit, but not vice versa. In our algorithm, the data form of tag is pair point limit. There are two sets \( M = \{ (x_i, x_j) \} \) and \( C = \{ (x_i, x_j) \} \) \( (x_i, x_j \text{ of } C \text{ belong to different cluster}) \), \( Y = [y_{11}, y_{21}, \ldots, y_{m1}] \). Matrix \( V \) is acquired by the normalization of matrix \( Y \).

\[ \cos \theta = \frac{y_j^T y_j}{y_j \parallel y_j \parallel} = \begin{cases} 1, & (x_i, x_j) \in M \\ 0, & (x_i, x_j) \in C \end{cases} \]  

(18)

\( y_j \) is the \( l \)th line vector of \( Y \). According to above theories, we may calculate the quality \( S_k \) with the clustering results.

\[ S_k = \sum_{i=1}^{k} \frac{1}{N_i} \sum_{i,j \in M} \cos \theta \]  

(19)

\( M \) is the data point set in class \( c \) and \( N_i \) is the number of data points. When the values of \( S_k \) is bigger, the similarity of data point in each class if higher. So the value of \( k \) makes maximum \( S_k \) is the optimal clustering number.

For spectral clustering algorithm, we only need the distance function satisfy the symmetry. When \( x_i, x_j < M \), adjust \( D_i = D_j = 0 \). To ensure the distance among the points is a reasonable norm, we adopt the shortest path algorithm to modify the distance among all the related points in matrix; when \( x_i, x_j < C \), adjust \( D_i = D_j = \infty \). We adjust the distance matrix according to the tag data and use the adjusted matrix for spectral clustering. Since original distance matrix is the Euclidean distance in space, it satisfies the triangle inequality. So any two points which need to adjust the distance between 2 points must be the point via set \( I = \{ i : \exists j \neq i, (i, j) \in M \} \). Then the algorithm of acquired the shortest path can be obtained rapidly.

During the process of spectral clustering, when matrix \( Y \) is performed FCM clustering, we can determine the original point as the following method: Select a point as the center point of the first cluster randomly. Choose the points which are orthogonal to all the center points possibly as the center point for the next clustering, until the \( k_n \) original center points is found. The procedures of improved algorithm are show as follows:

Step 1: Calculate the scaling parameter \( \sigma \), of each data point \( x \in X \);

Step 2: For any \( x_i \in X \), calculate the euclidean distance of two points \( D_{ij} \);

Step 3: Add pair limit information and adjust the distance matrix \( D \) according to tag data:

\[ \begin{align*}
D_{ij} & = 0, \text{ if } (x_i, x_j) \in M \\
D_{ij} & = \infty, \text{ if } (x_i, x_j) \in C
\end{align*} \]

Step 4: Establish similarity matrix \( \tilde{K} \) based on adjusted \( D \);

Step 5: For \( k = 2 \) to \( k_{\text{max}} \)

a) Establish matrix \( K \) and calculate the corresponding eigenvectors to the previous \( k_{\text{in}} \) maximum eigenvalues of \( \tilde{K} \) \{ \( v_1, v_2, \ldots, v_k \) \};

b) Establish matrix \( Y \) and normalize \( K \) to \( Y \);

c) Calculate \( \cos \theta \) and \( S_k \);

Step 6: Fine suitable \( k_{\text{opt}} \) to make the maximum \( S_k \);

Step 7: Set each line in \( Y \) as some point in \( R^k \) and clustering it into \( k_{\text{opt}} \) class with FCM;

Step 8: If the \( i_{\text{in}} \) line of \( Y \) belongs to the \( j_{\text{in}} \) class, then divide original point \( x_i \) into the \( j_{\text{in}} \) class.

IV. EXPERIMENTAL RESULTS

A. Standard Datasets

Experimental data are mainly from Iris data set and Wine data set in UCI. Iris data set is the most famous UCI real data set to inspect clustering algorithm and validity index performance. Corresponding to Iris data set, Wine is another famous data set in UCI database. This
dataset is made up of 178 samples in 3 types and each sample has 13 attributes. Towards high dimensional data set, the determined optimal clustering number in the whole range of \( m \in [1.5, 2.5] \) is stable. Restricted numbers are from 0 to 299 in all experiments. Each given limited number is performed 20 experiments. Since selected restriction of output average results is different, clustering algorithm attribute will have large influence. Following methods are adopted to produce limitations for experimental equality: the same limited number will produce 100 groups of different limitations. For this reason, different random generator of seeds initialization is performed. Seed number increases from 1 to 110 so different limited sets under the same limited number can be obtained.

The experimental results are shown as table 1. We can see that our algorithm is superior to previous two algorithms on clustering average accuracy. The improved algorithm operates normally and the clustering result does not rely on careful selection of user parameter, which has effective robustness.

### B. Standard Image Segmentation

In order to testify algorithm effectiveness, we will carry out experiment on real image and compare it with algorithm result in reference [9]. Figure 5 presents segmentation results comparison of these two algorithms. Figure 5(a) is source image with size of 340×500, figure 5(b) is the segmentation result of reference [9] and figure 5(c) is the algorithm segmentation result in this paper.

From the experimental results we know, on image segmentation and under the condition of the same category number, the time consumption of algorithm in reference [9] and our algorithm is very large but the result of the improved algorithm is obviously better. Limited artificial information is applied during experiment. That is, the limited points are clicked on image to mark relationship between corresponding regions, so as to satisfy the given limited accurate image segmentation result. We can discover from experiment that consumed time and pixel value are rising in linearity. The selected image pixel value in this paper is approximately 180000. When this image size is smaller than 100×150, the consumed time to calculate intimacy matrix is smaller than 15. The consumed time of selected image to calculate intimacy matrix is 10.3281s in this paper. Our algorithm also has disadvantages during experiment process. Such as large pixel figures, when the eigenvector and eigenvalue of weighted matrix are calculated, their operations are a bit slow in comparison with smaller images. We can see from this result that each block is mutually independent region which can express comprehensive information and conveniently extract high-level information.

Table 2 is the comparison of these two algorithms in consumed time and RAssoc value. From this table, this paper introduced weighted fuzziness to reduce consumed time. In addition, RAssoc value refers to interior approximate degree of sub-image. The larger the value, the higher the approximate degree inside sub-image, the better the segmentation result. Obviously, segmentation results of the improved algorithm are superior to those in reference [9].

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Consumed time</th>
<th>Rassoc</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adaptive spectral clustering</td>
<td>117.898</td>
<td>15.825</td>
</tr>
<tr>
<td>Algorithm in reference [9]</td>
<td>1024×768 (modified as 480×320 in experiment)</td>
<td>15.997</td>
</tr>
</tbody>
</table>

To testify the performance of clustering integration method on large size of image segmentation, the available images in experiment are shown as figure 6. Image (a) and (b) are images taken on their own, the image size is 1024×768 (modified as 480×320 in experiment). Others are from Berkeley image segmentation database and image size is 480×320 (source image is 481×321). Ncut
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### TABLE II. COMPARISON OF THE ALGORITHM PARAMETERS

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Consumed time</th>
<th>Rassoc</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adaptive spectral clustering</td>
<td>8.339</td>
<td>15.825</td>
</tr>
</tbody>
</table>

To testify the performance of clustering integration method on large size of image segmentation, the available images in experiment are shown as figure 6. Image (a) and (b) are images taken on their own, the image size is 1024×768 (modified as 480×320 in experiment). Others are from Berkeley image segmentation database and image size is 480×320 (source image is 481×321). Ncut

The experimental results are shown as table 1. We can see that our algorithm is superior to previous two algorithms on clustering average accuracy. The improved algorithm operates normally and the clustering result does not rely on careful selection of user parameter, which has effective robustness.
method in experiment and method in previous experiment are used for reference. They show the experimental results. Image (a), (b), (c) respectively refer to integrated segmentation result of images, Ncut segmentation result, Ncut segmentation result and segmentation result based on blocking technology segmentation algorithm. In this experiment, $m = 2$, $\zeta$ is randomly selected in $[0.01, 0.09]$ and the clustering member number is 7.

We can see that the method in this paper is not inferior to Ncut method and it is superior to Ncut in some details. For example, the detail of tree in 3a, the bear’s outline detail in 4a and the architectural outline in 5a are all shown clearly. The most important point is that the processing speed of our method is obviously higher than Ncut. When image scale is large, Ncut time consumption is several times as much as this paper and this paper has ability to process large scaled image.
V. CONCLUSION AND FUTURE WORK

The main work of our research is semi-supervised spectral clustering and its application in image segmentation. This paper mainly studies spectral clustering algorithm and application of fuzzy C-means algorithm in image segmentation technology. Based on characteristics and how to determine clustering quantity, this paper attempts to explore a combination algorithm between semi-supervised machine learning technique and spectral graph theory. For the improved self-adaptive semi-supervised fuzzy spectral clustering algorithm, its scale parameter optimizes through self-adaptive technology based on information entropy. Then through adding tagged data, the tagged data are used to regulate distance matrix, calculate similar matrix, discover adding tagged data, the tagged data are used to regulate technology based on information entropy. Then through adding tagged data, the tagged data are used to regulate distance matrix, calculate similar matrix, discover suitable k and finally cluster through fuzzy c-means. By distance matrix, calculate similar matrix, discover adding tagged data, the tagged data are used to regulate technology based on information entropy. Then through adding tagged data, the tagged data are used to regulate distance matrix, calculate similar matrix, discover suitable k and finally cluster through fuzzy c-means. By means of simulation experiments on standard data sets and image segmentation, experimental results show that the improved algorithm can effectively improve clustering quality.

We also need further improvements and studies and the following points are priorities for future research:

- To provide universal principles and construct similarity function
- To utilize knowledge of image segmentation and fuzzy theory and construct fuzzy segmentation target function
- According to practical problems, technologies in many fields are integrated specifically to improve classification performance.
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Abstract—As the salient objects extraction is of great importance in computer vision and multimedia information retrieval, this paper concentrates on the problem of salient object recognition using local features. Considering the rotational invariance performance of circular region is much better, we exploit a circular region to replace the rectangular region. To implement the salient object detection, the visual object classes should be constructed from training image dataset through SIFT features clustering. Furthermore, for a test image, the object class which the test image belonged to can be detected by interest points matching. Afterwards, the SIFT features clustering and local features matching process can be implemented through the proposed hybrid SVM-QPSO model. To promote the quality of parameter selection in SVM, we utilize the quantum behaved particle swarm optimization technique to select suitable SVM parameters. Finally, experiments are conducted to make performance evaluation using the MSRC dataset. Experimental results show that compared with other methods, the proposed algorithm can effectively detect salient objects in both object detecting precision and computing efficiency.

Index Terms—Local Features; Salient Object Recognition; SVM; Quantum Behaved Particle Swarm Optimization; SIFT; Parameters Selection

I. INTRODUCTION

Object detection refers to a computer technology which is related to computer vision and multimedia information retrieval. High quality object detection aims to solve the problem of detecting instances of semantic objects of a certain class (such as animals, plants, or humans) in images and videos. In object detection research field, face detection and pedestrian detection are discussed mostly in recent years. Furthermore, object detection has applications in many research fields in computer vision, including multimedia information retrieval and video surveillance [1-2].

As is well known that object recognition is one of the most important problems in computer vision research field. Detecting salient object from images and videos is usually an important part in many multimedia applications such as object-based coding, object-based image/video retrieval, image/video editing and manipulation, smart video surveillance, and human computer interaction et al [3].

As is an important research field in object detection, salient object detection [6-10] is one of the important issues in computer vision(CV), which have obtained many attentions in recent years. Particularly, visual saliency refers to the capability to detect the relevant object in an image fastly and accurately. The main works in salient object detection lie in that each pixel in the host image is given a measure of relevance score. The above process can be conducted by giving higher values to the important image regions and lower values to other image regions. On the other hand, the problem of salient object detection aims to provide a suitable solution to many complex real-time cases, including surveillance systems to track vehicle [4]. Furthermore, salient object recognition is also exploited in the application of automatic target detection, which includes 1) Finding traffic signs along the road or military vehicles in a savanna, 2) Finding salient objects in the environment as navigation landmarks in robotics.

To the best of our knowledge, the traditional studies about salient object recognition mainly focus on the global visual features of images, such as color features, shape features and texture features. However, it is an effective way to describe the salient objects using local features. Different from the traditional methods, in this paper, we focus on salient objects detecting with SIFT features, which refers to an algorithm in computer vision to detect and describe local features in images. Particularly, SVM was initially published by David Lowe in 1999.

On the other hand, classification problem is of great importance in Machine Learning, and SVM is a powerful computing tool box in it. SVM belongs to a kind of supervised learning models utilizing related learning algorithms which can analyze data or recognize patterns. Supposing there is a set of training examples, in which each one is annotated with the category name. Furthermore, the SVM training process refers to construct a model which can allocate new examples into one class or not, and then construct a non-probabilistic binary linear classifier. Intuitively, the main idea of SVM can be described as that example is represented as points in the space, and then these points are mapped. The
optimization objective of SVM is to separate the examples into different classes with a clear gap which is as wide as possible. Afterwards, new examples are then mapped into that same space, and which class the example is belonged to can be predicted depending on which side of the gap this example fall in.

However, the performance of SVM heavily depends on the parameter selection. Based on the above analysis, we focus on the method of parameter selection for SVM in this paper. In this paper, we aim to detect salient objects in digital images with high accuracy and efficiency using modified SVM [5], and the local features are used to describe the visual content of images. Particularly, the innovations of this paper are mainly lie in the following aspects:

1. We propose a novel approach to use a circular region to replace the rectangular region and we assume that the affine and scale normalized regions have been extracted in advance.

2. To represent visual contents of the host image more accurately, we design a hybrid QPSO-SVM model through which the SIFT features clustering process and local features matching process can be implemented.

3. To tackle the problem that the performance of SVM algorithm is greatly influenced by the quality of parameter selection, we utilize the quantum behaved particle swarm optimization (QPSO) technique to choose suitable SVM parameters through analyzing the convergence of particle swarm optimization and quantum system.

4. In the proposed method, salient objects can be detected efficiently by integrating QPSO and SVM together through image segmentation and interest points matching.

The rest of the paper is organized as the following sections. Section 2 introduces the related works of salient object detecting. Section 3 illustrates the proposed scheme for salient object recognition. In section 4, experiments are conducted to make performance evaluation with comparison to other existing methods. Finally, the whole paper is concluded in section 5.

II. RELATED WORKS

In this section, we will introduce the related works of this paper by three aspects. Firstly, salient objects extraction from a digital image is a very hot topic, the reasons lie in that salient objects include a lot of useful applications, such as image compression, content-based multimedia retrieval and so on.

Liu et al. proposed an approach to improve the performance of object extraction, and then illustrate a two phase salient objects extraction method by image segmentation technology and saliency detection process. Furthermore, in phase 1, the host images are segmented and then the saliency map for this image is distinguished through saliency detection algorithm. Moreover, for a given region, image visual features are extracted by Support Vector Machine to classify this chosen region as a background region of the host image [11].

Chen et al. proposes an efficient approach for automatic salient object detection, and then the authors made up a reliable saliency map to evaluate the image composition. Afterwards, the local energy feature is integrated with a simple biologically inspired model to promote the integrity of the object in the saliency map. Furthermore, pixels of minimal intensity are deleted from the host image and then the entropy of the resulting images are calculated [12].

Jing et al. propose a new threshold-free salient object detection algorithm combining saliency density and edge response. The authors illustrate a global optimal window which includes a salient object. This algorithm is efficiently located through the proposed saliency density and edge response based on branch-and-bound search. To detect the salient object with a well-defined boundary, the Grab Cut algorithm is implemented, and this algorithm is initialized through the located window [13].

Secondly, to effectively find salient objects in digital images local features have been widely utilized. As is well know that the detection and description of local features can help in the work of object detection. Particularly, SIFT features are local and based on the appearance of the object at particular interest points, and are invariant to image scale and rotation, and the following parts will illustrate the related works of applications of local features.

Zhang et al. illustrated a new image classification algorithm via Harr-like transformation of local features. In this paper, Harr-like transformation on local features is used to integrate the spatial information and the correlations of local features. Particularly, the Harr-like transformed local features are encoded utilizing the technology of non-negative sparse coding [14].

Bai et al. described an image fusion algorithm based on the extracted local image features through multi-scale top-hat by reconstruction operators. Firstly, the authors proposed a multi-scale local feature extraction method based on multi-scale top-hat and reconstruction operators. Secondly, the image visual features for image fusion are extracted by using the extracted multi-scale local features obtained from several images [15].

Li et al. proposed a new framework which is named iSearch, and tem global-local matching of local features are integrated together to promote the performance image retrieval quality. In this paper, Li et al. extracted multiple local features (such as scale-invariant feature transform, regional color moments and object contour fragments) to effectively represent the visual appearances of items. On the other hand, global and local matching of large-scale image dataset is permitted. Finally, the authors presented a contour fragments encoding and indexing algorithm [16].

Thirdly, Support Vector Machine algorithm has been used in object detection, because it can effectively detect the salient objects from the complex background from the large-scale digital images.

Zhao et al. proposed a new video object retrieval system framework. This system is design using a Spatio-Temporal data representation, a dedicated kernel design
and a statistical learning toolbox. Using the kernel similarity, both supervised and active learning strategies embedded in Support Vector Machine framework are proposed in this paper. Furthermore, a multi-class classification framework dealing with unbalanced data is proposed as well [17].

Song et al. give six different voxel selection approaches to determine which voxels of fMRI data can be included in Support Vector Machine classifiers utilizing linear and RBF kernels. Next, the overall performances of voxel selection and classification methods are made comparison. Furthermore, this paper presented the first empirical result of linear and RBF Support Vector Machine in classification of fMRI data, integrated with voxel selection approach [18].

III. PROPOSED SCHEME

As local features are more suitable to detect salient objects in images, we use SIFT descriptors to represent the interesting keypoints of the objects. The SIFT algorithm can extract features which are invariant to scaling, orientation, affine transforms and illumination changes. For each keypoint, users can calculate a local feature descriptor based on the local image gradient, transformed to compute orientation invariance. Afterwards, a SIFT feature vector can be modeled as the following equation.

\[
V(F_i) = \begin{bmatrix} v_1(F_i) \\ \vdots \\ v_n(F_i) \end{bmatrix}, \begin{bmatrix} loc_1(F_i) \\ \vdots \\ loc_n(F_i) \end{bmatrix}
\]

where \(v_i(F_i)\) denotes the feature vector of the keypoint \(F_i\). Moreover, \(loc_i(F_i)\) represents the location in the host image. It can be seen that the distance between vector \(V(F_1)\) and \(V(F_2)\) cannot be calculated by Euclidean distance directly.

In this paper, we utilize a circular region to replace the rectangular region, because the rotational invariance performance of circular region is much better. Supposing that the affine and scale normalized regions have been extracted. To calculate the local descriptor, the derivatives \(I_{x1}\) and \(I_{x2}\) of the specific region \(I(x)\) could be obtained as follows.

\[
I_{x1}(x_1, x_2) = I(x_1 + 1, x_2) - I(x_1, x_2 - 1) \\
I_{x2}(x_1, x_2) = I(x_1, x_2 + 1) - I(x_1, x_2 - 1)
\]

Afterwards, the magnitude and orientation of the host image can be calculated for a specific image region as follows.

\[
M(x_1, x_2) = \sqrt{I_{x1}(x_1, x_2)^2 + I_{x2}(x_1, x_2)^2}
\]

\[
\theta(x_1, x_2) = \tan^{-1}\left(\frac{I_{x2}(x_1, x_2)}{I_{x1}(x_1, x_2)}\right)
\]

To implement the salient object detection, the object classes should be constructed from training image dataset using SIFT features in advance. As is shown in Fig. 1, several image of the object class “Car”, “Face” and
“Computer” are chosen, and the SIFT features are extracted from the training images. Afterwards, these SIFT features are clustering. Furthermore, given a test image, after SIFT features extracting, the class which the test image belonged to can be found by SIFT features matching. In this paper, the SIFT features clustering process and local features matching are implemented through the following hybrid QPSO-SVM model.

To make the salient object detection more effectively, we use SVM to classify local features of the host images. Supposing there are a set of training images which are \( T = \{(x_i, y_i), (x_2, y_2), \ldots, (x_n, y_n)\} \), where the conditions \( x_i \in \mathbb{R}^d \) and \( y_i \in \mathbb{R} \) are satisfied. Given \( i \), a regression model is defined which can describe the relation between \( x_i \) and \( f(x_i) \):

\[
f(x_i) = w \cdot x_i + b, \quad b \in \mathbb{R}, \quad i \in \{1, 2, \ldots, l\}
\]

To compute the parameter \( y_i \), for \( x_i \), the constrained optimization problem should be calculated (shown in Eq. 6).

\[
\min_{w, b, \varepsilon} \frac{1}{2} w^T w + C \sum_{i=1}^{l} (\varepsilon_i^+, \varepsilon_i^-) + \nu \cdot \varepsilon
\]

Subject to

\[
w \cdot x + b - y \leq \varepsilon + \varepsilon_i^+
\]

\[
y - (w \cdot x + b) - y \leq \varepsilon_i^-
\]

where the conditions \( \varepsilon_i^+ \geq 0 \) and \( \varepsilon_i^- \geq 0 \) are satisfied. \( w \) and \( x \) represent d-dimensional column vectors. The value of \( \nu \) is belonged to the range \( (0, 1) \), and \( \nu \) is utilized to control the number of support vectors. Furthermore, \( \varepsilon \) is exploited to control the size of tube, and \( C \) refers to the trade-off value between separate margin and errors.

Moreover, parameter \( \varepsilon_i^+ \) is equal to \( (\varepsilon_1^+, \varepsilon_2^+, \varepsilon_3^+, \ldots, \varepsilon_l^+) \), which denotes the slack variables.

Particularly, for the linear separable problem, SVM algorithm is designed based on the following condition.

\[
\begin{cases}
w^T x + b \geq 1, & y = 1 \\
w^T x + b \leq -1, & y = -1
\end{cases}
\]

Although SVM is a powerful computing tool, the quality of parameter selection is SVM could influence the system performance greatly. Therefore, in this section we will how to choose suitable SVM parameters using the quantum behaved particle swarm optimization(QPSO) technique, which is designed by analyzing the convergence of particle swarm optimization and quantum system. In QPSO, the state of quantum is represented as the function \( \phi(x, t) \), and exploiting the Monte Carlo approach, the position of each particle is obtained by Eq. 11.

\[
x_{i+1} = p_i^* + \chi \cdot L_i \cdot \ln \left( \frac{1}{u_i} \right)
\]

\[
L_i = 2 \cdot \lambda \cdot \left| mbest_i - x_i \right|
\]

where the value of \( \chi \) is equal to 0.5 or -0.5, and \( p_i^* \) refers to the local attractor which is defined as follows.

\[
p_i^* = \phi_i^* \cdot P_i^* + (1 - \phi_i^*) \cdot P_i^g
\]

where \( \phi_i^* \) represents a random number which is belonged in the range \((0, 1)\), and \( P_i^g \) refers to the global best position, and \( L_i \) is calculated as follows.

\[
L_i = 2 \cdot \lambda \cdot \left| p_i^* - x_i \right|
\]

In Eq. 14, parameter \( \lambda \) is used to adjust the convergence speed. Afterwards, the position can be updated by the following equation.

\[
x_{i+1} = p_i^* + \lambda \cdot \left| p_i^* - x_i \right| \cdot \ln \left( \frac{1}{u_i} \right)
\]

The center of pbest for a specific swarm is computed by the following equation.

\[
mbest_i = \left( mbest_{i,1}, mbest_{i,2}, \ldots, mbest_{i,j} \right)
\]

\[
= \left( \sum_{i=1}^{M} P_{i,1}^* \sum_{i=1}^{M} P_{i,2}^* \ldots \sum_{i=1}^{M} P_{i,MM}^* \right)
\]

Based on the above analysis, the position of particle could be updated as follows.

\[
x_{i+1} = p_i^* + \lambda \cdot \left| mbest_i - x_i \right| \cdot \ln \left( \frac{1}{u_i} \right)
\]

Combining the QPSO and SVM together, host images can be segmented effectively and the interest points can be matched accurately, and then salient objects are extracted from host images.

IV. EXPERIMENTS

In this paper, a series of experiments are design and implemented to make performance evaluation using different datasets, and other related research works are compared with ours.

A. Datasets and Performance Evaluation Metric

The dataset used for salient object detection we chosen is provided from paper [19]. In paper [19], the task of salient object detection is implemented by finding a bounding box around the most salient object in the digital image. This dataset is made of five thousand images with
manually labelled rectangles near the most salient object drawn by different experts. To achieve the ground truth, we ask some experts to give a bounding rectangle to represent the object. The proposed salient object detection provides a rectangle on the salient object which is detected. Particularly, the ground truth is determined by select the rectangle around the salient object using the majority agreement of all the experts we chosen. The salient objects are represented by the bounding box with red color.

The dataset we used is made up of a large-scale image database with 130,099 digital images from several categories, and mostly of them are selected from the Web. Afterwards, we choose 60,000 digital images, in which each image includes at least one salient object. To make performance evaluation more objectively, another 20,840 images are selected which include an unambiguous object of interest to help for constructing the ground truth. Particularly, the salient objects we select are different in diversity, including “category”, “color”, “shape”, “size” et al. On the other hand, to show the performance of the proposed salient object detection approach, MSRC dataset [20] is also utilized which have many different object categories.

Furthermore, the performance evaluation metric we used are precision, recall, and F-measure. Precision/recall can represent the area ratio of detected object and the ground truth salient object region.

\[
P = \frac{\sum g_i \cdot a_i}{\sum a_i} \tag{18}
\]

\[
R = \frac{\sum g_i \cdot a_i}{\sum g_i} \tag{19}
\]

where \( P \) and \( R \) denotes Precision and Recall respectively. Afterwards, F-measure refers to the weighted harmonic mean of the metric Precision and Recall as follows.

\[
F_\gamma = \frac{(1+\gamma) \times P \times R}{\gamma 	imes P + R} \tag{20}
\]

where \( F_\gamma \) denotes the F-measure with a nonnegative parameter \( \gamma \), and in this paper the parameter \( \gamma \) is equal to 0.5.

### B. Experimental Results and Related Analysis

In order to make performance evaluation, other computing models are compared with the proposed SVM-QPSO model, such as SVM-PSO, SVM, ANN, and ARMA. SVM-PSO means integrating the standard SVM and Particle Swarm Optimization, and ANN and ARMA denotes artificial neural networks and Auto-Regressive and Moving Average Model respectively.

Particle Swarm Optimization (PSO) was designed by Eberhart and Kennedy, the idea of PSO lies in the social behavior of animals such as bird flocking, fish schooling, and the swarm theory and so on. Different from the genetic algorithm, PSO has some features and in many research fields has been proved to be efficient. Artificial neural network (ANN) denotes the computational models inspired by animals’ central nervous systems which are capable of machine learning and pattern recognition. Autoregressive moving average model (ARMA) represents a parsimonious description of a weakly stochastic process based on two polynomials, of which the first one is used for the auto-regression and the other one is used for the moving average.

As is shown in Table I, the proposed SVM-QPSO model performs better than other traditional methods when using the Precision, Recall and F-measure metric. Compared with ANN, ARMA, SVM and SVM-PSO, the F-measure of the proposed SVM-QPSO model promotes 3.4%, 4.24%, 21.02% and 9.42% respectively. Our SVM-QPSO model performs than other methods, because QPSO can choose the optimal parameters for SVM to promote the detection accuracy. Moreover, integrating SVM algorithm and QPSO has made the proposed SVM-QPSO model to perform better than other methods. The standard SVM performs poorly, and the reason lies in that the parameters of standard SVM could not be selected properly.

<table>
<thead>
<tr>
<th>Category</th>
<th>ANN</th>
<th>P</th>
<th>R</th>
<th>F</th>
<th>ARMA</th>
<th>P</th>
<th>R</th>
<th>F</th>
<th>SVM</th>
<th>P</th>
<th>R</th>
<th>F</th>
<th>SVM-PSO</th>
<th>P</th>
<th>R</th>
<th>F</th>
<th>SVM-QPSO</th>
<th>P</th>
<th>R</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>tree</td>
<td>0.541</td>
<td>0.533</td>
<td>0.539</td>
<td>0.664</td>
<td>0.556</td>
<td>0.637</td>
<td>0.493</td>
<td>0.501</td>
<td>0.495</td>
<td>0.656</td>
<td>0.697</td>
<td>0.584</td>
<td>0.719</td>
<td>0.778</td>
<td>0.630</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>sign</td>
<td>0.579</td>
<td>0.674</td>
<td>0.608</td>
<td>0.687</td>
<td>0.587</td>
<td>0.654</td>
<td>0.519</td>
<td>0.531</td>
<td>0.523</td>
<td>0.750</td>
<td>0.629</td>
<td>0.602</td>
<td>0.677</td>
<td>0.727</td>
<td>0.637</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>flower</td>
<td>0.686</td>
<td>0.497</td>
<td>0.609</td>
<td>0.655</td>
<td>0.580</td>
<td>0.614</td>
<td>0.556</td>
<td>0.573</td>
<td>0.561</td>
<td>0.659</td>
<td>0.741</td>
<td>0.596</td>
<td>0.849</td>
<td>0.823</td>
<td>0.648</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>sheep</td>
<td>0.621</td>
<td>0.724</td>
<td>0.652</td>
<td>0.693</td>
<td>0.593</td>
<td>0.659</td>
<td>0.530</td>
<td>0.520</td>
<td>0.527</td>
<td>0.662</td>
<td>0.636</td>
<td>0.561</td>
<td>0.763</td>
<td>0.862</td>
<td>0.606</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>bird</td>
<td>0.659</td>
<td>0.620</td>
<td>0.666</td>
<td>0.584</td>
<td>0.610</td>
<td>0.534</td>
<td>0.492</td>
<td>0.543</td>
<td>0.508</td>
<td>0.751</td>
<td>0.611</td>
<td>0.592</td>
<td>0.837</td>
<td>0.811</td>
<td>0.669</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>aeroplane</td>
<td>0.562</td>
<td>0.641</td>
<td>0.586</td>
<td>0.625</td>
<td>0.619</td>
<td>0.563</td>
<td>0.518</td>
<td>0.486</td>
<td>0.507</td>
<td>0.716</td>
<td>0.630</td>
<td>0.600</td>
<td>0.757</td>
<td>0.859</td>
<td>0.680</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>body</td>
<td>0.550</td>
<td>0.679</td>
<td>0.587</td>
<td>0.676</td>
<td>0.548</td>
<td>0.628</td>
<td>0.497</td>
<td>0.515</td>
<td>0.503</td>
<td>0.724</td>
<td>0.578</td>
<td>0.591</td>
<td>0.889</td>
<td>0.725</td>
<td>0.656</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>car</td>
<td>0.697</td>
<td>0.516</td>
<td>0.624</td>
<td>0.621</td>
<td>0.594</td>
<td>0.591</td>
<td>0.493</td>
<td>0.605</td>
<td>0.526</td>
<td>0.646</td>
<td>0.846</td>
<td>0.578</td>
<td>0.722</td>
<td>0.906</td>
<td>0.605</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>building</td>
<td>0.618</td>
<td>0.745</td>
<td>0.655</td>
<td>0.672</td>
<td>0.559</td>
<td>0.649</td>
<td>0.533</td>
<td>0.585</td>
<td>0.563</td>
<td>0.766</td>
<td>0.800</td>
<td>0.597</td>
<td>0.726</td>
<td>0.759</td>
<td>0.662</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>cat</td>
<td>0.685</td>
<td>0.585</td>
<td>0.649</td>
<td>0.606</td>
<td>0.615</td>
<td>0.591</td>
<td>0.503</td>
<td>0.494</td>
<td>0.500</td>
<td>0.734</td>
<td>0.620</td>
<td>0.601</td>
<td>0.747</td>
<td>0.743</td>
<td>0.615</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>char</td>
<td>0.680</td>
<td>0.667</td>
<td>0.656</td>
<td>0.669</td>
<td>0.530</td>
<td>0.598</td>
<td>0.547</td>
<td>0.546</td>
<td>0.553</td>
<td>0.795</td>
<td>0.702</td>
<td>0.588</td>
<td>0.673</td>
<td>0.714</td>
<td>0.617</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>cow</td>
<td>0.661</td>
<td>0.566</td>
<td>0.663</td>
<td>0.704</td>
<td>0.620</td>
<td>0.607</td>
<td>0.503</td>
<td>0.532</td>
<td>0.512</td>
<td>0.775</td>
<td>0.642</td>
<td>0.577</td>
<td>0.714</td>
<td>0.790</td>
<td>0.638</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>dog</td>
<td>0.643</td>
<td>0.524</td>
<td>0.598</td>
<td>0.699</td>
<td>0.618</td>
<td>0.618</td>
<td>0.572</td>
<td>0.587</td>
<td>0.577</td>
<td>0.707</td>
<td>0.731</td>
<td>0.567</td>
<td>0.856</td>
<td>0.805</td>
<td>0.705</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>face</td>
<td>0.507</td>
<td>0.627</td>
<td>0.542</td>
<td>0.670</td>
<td>0.587</td>
<td>0.611</td>
<td>0.522</td>
<td>0.528</td>
<td>0.524</td>
<td>0.708</td>
<td>0.594</td>
<td>0.575</td>
<td>0.754</td>
<td>0.892</td>
<td>0.616</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>book</td>
<td>0.669</td>
<td>0.649</td>
<td>0.662</td>
<td>0.704</td>
<td>0.618</td>
<td>0.645</td>
<td>0.530</td>
<td>0.556</td>
<td>0.539</td>
<td>0.695</td>
<td>0.626</td>
<td>0.558</td>
<td>0.750</td>
<td>0.859</td>
<td>0.600</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>0.622</td>
<td>0.623</td>
<td>0.618</td>
<td>0.662</td>
<td>0.589</td>
<td>0.613</td>
<td>0.522</td>
<td>0.541</td>
<td>0.528</td>
<td>0.719</td>
<td>0.672</td>
<td>0.584</td>
<td>0.765</td>
<td>0.804</td>
<td>0.639</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
TABLE II. EXAMPLES OF THE PROPOSED SALIENT OBJECT DETECTION ALGORITHM

<table>
<thead>
<tr>
<th>p</th>
<th>Original image</th>
<th>Local feature extracting</th>
<th>Segmentation</th>
<th>Objects detected</th>
</tr>
</thead>
<tbody>
<tr>
<td>No.1</td>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
<td><img src="image3.png" alt="Image" /></td>
<td><img src="image4.png" alt="Image" /></td>
</tr>
<tr>
<td>No.2</td>
<td><img src="image5.png" alt="Image" /></td>
<td><img src="image6.png" alt="Image" /></td>
<td><img src="image7.png" alt="Image" /></td>
<td><img src="image8.png" alt="Image" /></td>
</tr>
<tr>
<td>No.3</td>
<td><img src="image9.png" alt="Image" /></td>
<td><img src="image10.png" alt="Image" /></td>
<td><img src="image11.png" alt="Image" /></td>
<td><img src="image12.png" alt="Image" /></td>
</tr>
<tr>
<td>No.4</td>
<td><img src="image13.png" alt="Image" /></td>
<td><img src="image14.png" alt="Image" /></td>
<td><img src="image15.png" alt="Image" /></td>
<td><img src="image16.png" alt="Image" /></td>
</tr>
<tr>
<td>No.5</td>
<td><img src="image17.png" alt="Image" /></td>
<td><img src="image18.png" alt="Image" /></td>
<td><img src="image19.png" alt="Image" /></td>
<td><img src="image20.png" alt="Image" /></td>
</tr>
<tr>
<td>No.6</td>
<td><img src="image21.png" alt="Image" /></td>
<td><img src="image22.png" alt="Image" /></td>
<td><img src="image23.png" alt="Image" /></td>
<td><img src="image24.png" alt="Image" /></td>
</tr>
</tbody>
</table>

To illustrate the performance of each method more detailedly, the Precision-Recall curve are utilized, and the image categories “face”, “car”, “dog” and “book” are chosen (shown in Fig. 2-Fig. 5).

![Figure 2](image25.png) Precision-Recall Curve for the category “face”

![Figure 3](image26.png) Precision-Recall Curve for the category “car”

It can be seen from Fig. 2-Fig. 5 that the proposed salient object detection algorithm performs better that other four methods, especially for the category “car” and “dog”, because the visual diversity of “car” and “dog” are less that other categories, and SIFT features is more...
suitable for detect these categories. Although the salient object detecting precision is of great importance, the computing efficiency is a key issue as well. In the following section, we will test the computing efficiency for each algorithm.

From Fig. 6, we can see that computing time per image of the proposed algorithm performs better than ARMA and ANN, however, less than SVM-PSO and standard SVM. However, salient object detection precision of SVM-PSO and standard SVM is much less than ours. Combining the all the above experimental results together, our proposed algorithm can effectively detect salient objects both in detect precision and in computing efficiency.

From the examples in table II, we can see that the proposed algorithm can accurately locate the salient objects in host images through the red color bounding box, and the keypoints of each image are detected accurately by the SIFT features.

V. CONCLUSIONS

In this paper, we propose a novel salient object recognition approach using local features. Firstly, the visual object classes are constructed from training image dataset via SIFT features clustering. Secondly, for a given test image, the object can be found through interest points matching. Thirdly, the SIFT features clustering and local features matching are achieved by the hybrid SVM-QPSO model. Fourthly, we exploit the quantum behaved particle swarm optimization technique to promote the accuracy of parameter selection for SVM.

ACKNOWLEDGMENT

This study was supported by the Forestry Commonweal Programs (No. 200904003) from State Forestry Administration, P. R. China.

REFERENCES


Simulation Study on Ventilation & Cooling for Main Transformer Room of an Indoor Substation

Tingfang Yu and Huijuan Yang
School of Mechanical and Electronic Engineering, Nanchang University, Nanchang, Jiangxi Province, China
Email: wtu_tingfly@163.com

Rui Xu
State Grid Jiangxi Electric Power Research Institute, Nanchang, China, 330006
Email: xurui@163.com

Chunhua Peng
School of Electrical & Electronics Engineering, East China Jiaotong University, Nanchang, Jiangxi Province, China
Email: pch_china@163.com

Abstract—Based on natural ventilation design scheme for main transformer room of an indoor substation, different air distribution schemes were obtained by changing height and size of air inlets and outlets. Three-dimensional simulation of air distribution was conducted for the transformer room by using Computational Fluid Dynamics (CFD) method. Ventilation & cooling effect of different indoor ventilation schemes were simulated with software FLUENT. By analyzing velocity fields and temperature fields, influences of different design parameters on safety and reliability of main transformer room of indoor substation were compared and analyzed in details. Additionally, characteristics and change rules of air distribution with different parameter variations were concluded. Considerations of ventilation organization design for main transformer room of indoor substation and recommendation for better air distribution schemes were provided. The research results also offered some guidance for design and renovation of ventilation & cooling projects of transformer room.

Index Terms—CFD; Indoor Transformer Room; Ventilation & Cooling; Simulation Study

I. INTRODUCTION

As electric power load of city center and difficulty of land acquisition became more and more outstanding problems in China, 110-220KV substations were more arranged in an indoor manner [1, 2]. Heat dissipation and ventilation of indoor transformer were key problems for rated output once the power transformers of high voltage and large capacity were equipped indoors. In summer, existing indoor substations in many cities had problems in ventilation and heat dissipation [3, 4]. Using empirical formula for design and model test method were two traditional ventilation design ways for indoor substations, however, the former one had poor computational accuracy and the later one would increase cost of labor and model for test equipment [2, 4]. In recent years, continuous improvement of numerical simulation method and rapid development of computing technology brought more and more applications of Computational Fluid Dynamics (CFD for short) in the field of fluid computation design. Wu Ming [5] discussed impact of spacecraft flow field on stress and heat transfer of spacecraft was analyzed by utilizing CFD technology, and test time as well as design cost were reduced. Pan Sha [6] adopted CFD method to provide an effective way of seakeeping prediction for ship sailing in oblique sea. Zhou Jicheng [7] studied on the bubbly two-phase flow characteristics in twisted tube bundles, the method of CFD was used out to analyze the effects which angles between the major axis of the cylinder and vertical direction (θ) and bubble diameters have on the motion behaviours of bubbly flow. Cheng Wei-Min[8] performed research on eddy air-curtain dust controlled flow field in hard rock mechanized driving face, mathematical model of single-phase flow of gas was established based on the k-ε two-equation model and numerically simulated the eddy air-curtain dust controlled flow field in hard rock mechanized driving face with the help of FLUENT software. With advantages of low cost, non-contact fluid field measurement and availability of detailed flow field information, CFD was gradually applied in many other aspects [9].

In the research field of indoor ventilation and ventilation & cooling of indoor substation, Yi Jiang [10] and Tang Zhen-chao [11] respectively used CFD to analyze and calculate natural ventilation in buildings and conducted related study. With the aid of CFD method, relevant analysis and study were conducted on indoor ventilation & cooling of industrial building with residual heat in reference [12]. Regarding to CFD application in design and analysis of ventilation schemes of substation, related application studies were carried out to underground and semi-underground substations in reference [13-16]. While references [17, 18] conducted traditional analysis and comparison in aspects of ventilation & cooling of urban indoor substations, but
there were only a few studies using CFD numerical simulation means.

Xu Luwen [19] discussed a CFD (Computational Fluid Dynamics) numerical model of the main transformer, and analyzes the results with FLUENT software. The optimum heat dissipation effect with the optimum layout of the air inlet and outlet was obtained by changing the positions of the air inlet and outlet. T. van Hooff [20] used the Computational Fluid Dynamics (CFD) to study complex physical processes in the built environment requires model validation by means of reduced-scale or full-scale experimental data. CFD studies of natural ventilation of buildings in urban areas should be validated concerning both the wind flow pattern around the buildings and the indoor airflow driven by wind and buoyancy. R. Ramponi [21] presents the follow-up study that focuses in more detail on validation with wind tunnel measurements and on the effects of physical and numerical diffusion on the cross-ventilation flow, validation of the coupled outdoor wind flow and indoor air flow simulations is performed based on Particle Image Velocimetry (PIV) measurements for four different building configurations.

In consideration of successful application of CFD in various fields, using CFD numerical simulation technology to carry out numerical simulation studies on ventilation & cooling air distribution for indoor substations and to assist optimization design of substations will be a new trend. With CFD method, model modifications and simulation tests can be conveniently carried out according to electrical equipment configurations, operation conditions, the climate, terrain and surroundings of substations, to obtain air flow fields and temperature fields of indoor substations under different design conditions and optimize ventilation & cooling organization schemes as well as verify the rationality of ventilation & cooling designs. Analysis bases for ventilation & cooling system design of new indoor substations and for ventilation & cooling optimization and renovation of substations in service could be provided.

In this study, Fluent, which is excellent CFD software, was adopted to analyze the velocity field and temperature field in the transformer room on the basis of natural ventilation design schemes. Ventilation characteristics of different locations and sizes of air inlets and air outlets were simulated. By changing boundary conditions of various design parameters, a total of 22 groups working conditions were simulated and calculated to obtain simulation results of each working condition. In this way, change rules of impact of design parameter variations on ventilation & cooling effect of the main transformer room in urban indoor substations were analyzed in accordance with simulation results.

The rest of the paper is organized as follows: Section II describes natural ventilation design for the transformer room, the parameters such as sizes and important temperatures are given in table I. Section III describes CFD numerical calculation model of the indoor substation, and boundary condition and parameter setting for numerical simulation calculation are given. Section IV discusses numerical simulation results and comparison analysis for different cases. Finally in Section V conclusions are given.

II. NATURAL VENTILATION DESIGN FOR THE TRANSFORMER ROOM

On the basis of Design Code for Substation (35kV-110kV) (GB50059-92) [23], ventilation design was calculated for main transformer room of 110kV substation. Design structural parameters of the transformer room: the dimension of main transformer room was 10m×10m×12m (length×width×height), the dimension of transformer was 5.42m×4.92m×5.63m (length×width×height), and there were 16 sets of radiators arranged in the same room with the transformer located in the center with a low arrangement. The lowest location was 0.2m from the ground and was 2.29m from the left and right walls and 2.54m from the front and back walls. Figure 1 showed detailed structure of transformer room of the indoor substation.

The natural ventilation design was based on thermal pressure ventilation and ventilation design of the transformer room was closely related to operation parameters of the transformer. As stipulated in the national standard of China [23], for ventilation in Summer, calculated temperature of the transformer room should not exceed 35°C, air exhaust temperature should below 45°C and temperature difference between inlet and outlet should not exceed 15°C. The original design parameters were as below: for ventilation in Summer, the design temperature was 30°C, the volume of ventilation and heat dissipation was 179.61kW and the air exhaust temperature was 44°C.

Parameters such as sizes and locations of air inlets and outlets, ventilation volume, temperature in working area and air exhaust temperature could be obtained in natural ventilation design, see Table I for details.

Check results basing on measured data and air inlet temperature of 30°C showed that the natural ventilation design could satisfy requirements of design standard; see Table II for detailed check results.
The flow of air complied with the following basic equation:

\[
\frac{\partial \rho u}{\partial t} + \rho u \frac{\partial u}{\partial x} + \rho v \frac{\partial u}{\partial y} + \rho w \frac{\partial u}{\partial z} = 0 \tag{1}
\]

b) Navier-Stokes equations:

\[
\begin{align*}
\frac{\partial (\rho u)}{\partial t} + \frac{\partial (\rho u^2)}{\partial x} &+ \frac{\partial (\rho uv)}{\partial y} + \frac{\partial (\rho uw)}{\partial z} = \\
&= \rho \frac{\partial u}{\partial x} + \mu \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} + \frac{\partial^2 u}{\partial z^2} \right) + \rho F_x \tag{a}
\end{align*}
\]

\[
\begin{align*}
\frac{\partial (\rho v)}{\partial t} + \frac{\partial (\rho uv)}{\partial x} &+ \frac{\partial (\rho vv)}{\partial y} + \frac{\partial (\rho vw)}{\partial z} = \\
&= \rho \frac{\partial v}{\partial x} + \mu \left( \frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2} + \frac{\partial^2 v}{\partial z^2} \right) + \rho F_y \tag{b}
\end{align*}
\]

\[
\begin{align*}
\frac{\partial (\rho w)}{\partial t} + \frac{\partial (\rho uw)}{\partial x} &+ \frac{\partial (\rho vw)}{\partial y} + \frac{\partial (\rho ww)}{\partial z} = \\
&= \rho \frac{\partial w}{\partial x} + \mu \left( \frac{\partial^2 w}{\partial x^2} + \frac{\partial^2 w}{\partial y^2} + \frac{\partial^2 w}{\partial z^2} \right) + \rho F_z \tag{c}
\end{align*}
\]

where \( \rho \) is the fluid density, \( u, v, w \) is the velocity component of the fluid at the point of \( x, y, z \) under time \( t \), \( p \) is pressure, \( \mu \) is the fluid dynamic viscosity, \( F_x, F_y, F_z \) are the mass force of \( x, y, z \) direction respectively.

\[\begin{align*}
\frac{\partial (\rho T)}{\partial t} &+ \frac{\partial (\rho u T)}{\partial x} + \frac{\partial (\rho v T)}{\partial y} + \frac{\partial (\rho w T)}{\partial z} = \\
&= \frac{\partial}{\partial x} \left( \frac{\lambda}{c_p} \frac{\partial T}{\partial x} \right) + \frac{\partial}{\partial y} \left( \frac{\lambda}{c_p} \frac{\partial T}{\partial y} \right) + \frac{\partial}{\partial z} \left( \frac{\lambda}{c_p} \frac{\partial T}{\partial z} \right) + S_k \tag{3}
\end{align*}\]

where \( T \) is temperature, \( \lambda \) is the thermal conductivity of the fluid, \( C_p \) is the specific heat capacity of fluid, \( S_k \) for the entry of the fluid within the heat source.
Figure 3. Comparison of temperature field of $x=3.4m$ cross section under different air out elevations

Figure 4. Comparison of velocity vector distribution of $x=3.4m$ cross section under different air out elevations

Figure 5. Comparison of temperature field of $x=3.4m$ cross section under different air outlet area

Figure 6. Comparison of Temperature Field of $Y=4m$ under Different Inlet Elevations
The CFD simulations are performed with the 3D steady Reynolds–Averaged Navier–Stokes (RANS) approach with the standard k-ε turbulence model to provide closure [22]. As follows:

d) Turbulent kinetic energy (TKE, \( \varepsilon \)):

\[
\frac{\partial \varepsilon}{\partial t} + \nabla \cdot (\varepsilon \mathbf{U}) = \nabla \cdot (\mathbf{K} \nabla \varepsilon) + \varepsilon \mathbf{U} \cdot \nabla \mathbf{U} - \nabla \cdot (\pi \nabla \mathbf{U}) - \nabla \cdot \mathbf{Q}\]

(4)

e) Energy dissipation rate (\( \varepsilon \)):

\[
\frac{\varepsilon}{\varepsilon} = \frac{\partial}{\partial \varepsilon} \left( \frac{v}{\sigma_k} \frac{\partial k}{\partial \varepsilon} \right) + C_{\mu} \frac{\varepsilon}{k} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) - C_{\mu} \frac{\varepsilon^2}{k}
\]

(5)

The turbulent viscosity (\( \nu_t \)) is calculated in terms of \( k \) and \( \varepsilon \) by:

\[
\nu_t = C_{\mu} \frac{k^2}{\varepsilon}
\]

(6)

where in the modeling constants \( C_{\mu}, C_{\mu}, \sigma_k, \sigma_s \) are 1.44, 1.92, 0.09, 1.0 and 1.3, respectively.

C. Boundary Condition and Parameter Setting

Indoor air flow was considered as 3D stable-state flow in this article and the driving force was thermal buoyancy (i.e. natural convection) [24, 25]. In calculation, 3D stable-state solution basing on separation solution was applied, and standard k-ε turbulence model and Boussinesq model were used to treat buoyancy. SIMPLEC velocity coupling method was adopted. In addition, the default relaxation factor was used due to flow of strong body forces. For pressure term, body force weighted schemes was used and the second upwind scheme was used for remain spatial discretization schemes to increase accuracy of the result.

Boundary condition: to be conforming to the principle of thermal pressure ventilation, pressure inlet of the air inlet and pressure outlet of the air outlet were adopted. For other boundaries, wall boundary condition was used. Heat flux of the radiator wall was 1122w/m² and other walls were adiabatic boundaries.

IV. Numerical Simulation Results and Analysis

To analyze the influence of sizes and locations of air inlets and outlets on ventilation & cooling effect of the transformer room, 22 schemes were developed in this article, including ventilation & cooling schemes of changing height and size of air outlets and inlets. Characteristics of ventilation air distribution and change rules of ventilation & cooling effect under various parameter variations were analyzed in a detailed manner.

A. Impact of Air Outlet Elevation on Ventilation Effect

To compare impacts of air outlet elevation on indoor ventilation & cooling, four types of air outlet elevation were simulated, including design parameters of 10.8m (A), elevation 9.8m (B), elevation 8.8m (C) and building roof elevation 12m (D). The numerical simulation results are listed in Table III and the temperature field and velocity field are shown in Figures 3 and 4.

As data in Table III shows, in the case of arranging air outlets at sides of walls (front and back walls), the air exhaust volume would increase and the air exhaust temperature would reduce as elevation increased. The main reason was thermal pressure, which was the main driving force of natural ventilation, increased as elevation increased, thus air exhaust volume increased. It showed that height increase would improve indoor ventilation & cooling effect.

The temperature field in Figure 3 and the velocity field in Figure 4 showed that: 1) elevation reduction of air outlets largely impacted the velocity field of the top area. Local recirculation zone formed at the top due to high temperature air flow, which caused obvious differences in temperature fields of the top area. The lower the air outlet elevation was, the higher the overall temperature of the top area would be; 2) it was mainly controlled by air inlet parameters in the working area, thermal plumes were not intensively mixed, temperature of the working area was therefore low; 3) neutral plane, which was a thermal

---

**TABLE IV.** Numerical Simulation Results of Different Air Outlet Areas

<table>
<thead>
<tr>
<th>Air outlet cross section (m)</th>
<th>Air exhaust volume (kg/s)</th>
<th>Air exhaust temperature (K)</th>
<th>Average temperature of working area (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.2m×1.4m</td>
<td>8.795</td>
<td>313.146</td>
<td>304.413</td>
</tr>
<tr>
<td>2.2m×1.6m</td>
<td>9.280</td>
<td>312.641</td>
<td>304.415</td>
</tr>
<tr>
<td>2.4m×1.6m</td>
<td>9.678</td>
<td>312.203</td>
<td>304.395</td>
</tr>
<tr>
<td>2.6m×1.8m</td>
<td>9.989</td>
<td>311.867</td>
<td>304.386</td>
</tr>
</tbody>
</table>

Notes: air exhaust parameters were average parameters of cross section of air outlet and the working area refers to the area within 2.6m above the ground.

**TABLE V.** The Simulation Results in Different Inlet Areas

<table>
<thead>
<tr>
<th>Width (m)</th>
<th>Height (m)</th>
<th>Air exhaust volume (kg/s)</th>
<th>Air exhaust temperature (K)</th>
<th>Average temperature of upper working area (K)</th>
<th>Average temperature of the working area (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.8m</td>
<td>1.8m</td>
<td>8.795</td>
<td>312.637</td>
<td>310.802</td>
<td>304.922</td>
</tr>
<tr>
<td>2.0m</td>
<td>1.8m</td>
<td>9.280</td>
<td>312.630</td>
<td>310.473</td>
<td>304.693</td>
</tr>
<tr>
<td>2.4m</td>
<td>1.8m</td>
<td>9.678</td>
<td>312.645</td>
<td>310.246</td>
<td>304.540</td>
</tr>
<tr>
<td>2.4m</td>
<td>2.0m</td>
<td>9.280</td>
<td>312.641</td>
<td>309.990</td>
<td>304.415</td>
</tr>
<tr>
<td>2.6m</td>
<td>1.8m</td>
<td>9.283</td>
<td>312.618</td>
<td>309.828</td>
<td>304.349</td>
</tr>
<tr>
<td>2.4m</td>
<td>2.0m</td>
<td>9.321</td>
<td>312.577</td>
<td>309.817</td>
<td>304.335</td>
</tr>
<tr>
<td>2.8m</td>
<td>1.8m</td>
<td>9.282</td>
<td>312.617</td>
<td>309.735</td>
<td>304.260</td>
</tr>
<tr>
<td>2.4m</td>
<td>2.2m</td>
<td>9.339</td>
<td>312.560</td>
<td>309.672</td>
<td>304.284</td>
</tr>
</tbody>
</table>

**Notes:** Width (m)× height (m)
separation layer, existed at a certain height. The layer increased as the air outlet location rose. Distinct temperature gradient existed below the thermal separation layer, while the temperature gradient above the layer was small.

Resistance of high temperature air flow elimination reduced as air outlet height increased, which facilitated air flow elimination and was conducive to indoor ventilation & cooling. Under the current building structure, indoor high temperature air would form vortexes when the air outlet was arranged too low, which would increase overall temperature in indoor working area and enlarge the high temperature area. As a result, air outlets should be arranged as high as possible during design.

B. Impact of Air Outlet Area on Ventilation Effect

To obtain the impact of air outlet area on ventilation effect, working conditions under 4 different air outlet areas (including the design scheme) were simulated. Corresponding air outlet sizes are shown as follows:

1. Design parameter 2.2m×1.6m
2. Cross section size 2.2m×1.8m
3. Cross section size 2.4m×1.6m
4. Cross section size 2.2m×1.4m

Numerical simulation results of different areas are shown in Table IV and Figure 5. As Table 4 shows, air exhaust volume increased obviously as the area of air outlet increased, as a result, temperature of indoor parts reduced. Additionally, air flow elimination resistance reduced due to the increased area, residence time of high temperature air flow in the room therefore reduced. Vortexes around the air ports were weakened, which largely facilitated the improvement of indoor temperature distribution.

It is observed from temperature field of X=3.4m cross section in Figure 5 that, temperature fields under different air outlet areas differed obviously. Indoor high temperature areas reduced as the air outlet area increased. Downward backflow of high temperature air flow at the top was weakened and distinct difference existed between temperature fields in the top area. Impact of air outlet area on temperature fields in working area was small. As the air outlet area increased, rising of thermal plumes would increase.

However, in actual projects, air outlets were in the type of ventilation skylights. Larger air outlets cost more and noise suppression effect on the main transformer room would reduce, thus outdoor noise would exceed limits. This was an important consideration in practice.

C. Impact of Air Inlet Elevation on Ventilation Effect

To analyze the impact of air inlet elevation on indoor ventilation & cooling, 9 different air inlet elevations (height of air inlets above the ground) were simulated in this article. Heights (m) of elevations above the ground were within the range of 0.2m-2.6m. For simulation results of temperature fields and numerical simulation trends, please refer to Figure 6 and 7 respectively.

Figure 6 is the comparison of temperature field of Y=4m cross section under different inlet elevations. High temperature areas around radiator in the working area enlarged as air inlet elevation increased. Vortexes of large area emerged and high temperature area in the working area expanded obviously. The overall temperature field distribution was in a mess and sections existed in temperature distribution, which was bad for heat discharge.

As shown in Figure 7 (temperature variation curve), temperature in the working area increased as air inlet elevation increased, and temperature in upper of the working area and the air exhaust temperature reduced slightly. This suggested that air inlet elevation had a significant influence on lower temperature field and no great impact on upper temperature field. Furthermore, the figure shows that, temperature field variation was small when air inlet elevation varied below 1m. Generally speaking, preferable ventilation & cooling effect in the working area could be achieved if air inlets were arranged below 1m, and temperature distribution would be worse and unfavorable to indoor ventilation if air inlets were above 1m.

D. Impact of Air Inlet Area on Ventilation Effect

To verify the impact of air inlet area on ventilation effect, working conditions under 8 different air inlet areas (including design scheme) were simulated. See Table V for parameters of relevant air inlet cross section.

As data of Table V and temperature variation curve in Figure 8 show, air exhaust volume would increase upon expansion of air inlet area, and indoor temperature would reduce accordingly, however, as the area enlarged, ventilation effect improvement would be small. It showed that corresponding effect could only be achieved when air inlet area matched with the air outlets. As seen from lines in the figure, increase of cooling effect would be smaller when the area reached 2.6m×1.8m.

![Variation curve of indoor temperature parameters under different inlet elevations](image)

Figure 7. Variation curve of indoor temperature parameters under different inlet elevations.

Figure 9 is the comparison of temperature field of Y=4m cross section under different air inlet elevations. Velocity of inlet air flow would reduce as the air inlet area increased, which would rise the temperature in the radiator area. As turbulence intensity of inlet flow reduced and disturbance weakened, entrainment of thermal plumes increased and high temperature air flow diffusion in the central area would be weakened, which
would be effective for temperature field improvement in other areas. It showed that increase of air inlet area had some effect on temperature field improvement.

![Figure 8. Temperature variation curve under different air inlet areas](image)

Figure 8. Temperature variation curve under different air inlet areas

![Figure 9. Comparison of temperature field of Y=4m cross section under different air inlet areas](image)

Figure 9. Comparison of temperature field of Y=4m cross section under different air inlet areas

Comparison of Figure 9 (b) and (c) shows that reducing the high temperature area in the lower part by increasing area in the width could better improve the temperature field in the lower area and facilitate heat dissipation of the transformer.

V. SUMMARIES

CFD technology was applied in ventilation schemes design for air distribution of main transformer room of indoor substation. Basing on the design scheme, a total of 22 groups of working conditions were simulated and calculated by changing boundary conditions of various design parameters, and simulation results of each working condition was obtained. According to the results, following conclusions were drawn by analyzing ventilation & cooling effect change rules of main transformer room of urban indoor substation under different design parameters.

1) This ventilation & cooling design scheme for main transformer room of the indoor substation was reasonable and could meet the requirements of design standards.

2) Numerical simulation results of the ventilation design applying CFD calculation was consistent with the design calculation, and the calculation accuracy met the design standard. Tests before design and cost of real model were greatly reduced. Simulation results could provide references for ventilation & cooling system design of new indoor substations and for ventilation & cooling optimization and renovation of substations in service.

3) According to comprehensive rules analysis basing on simulation results, heat pressure could be increased to improve indoor temperature and velocity fields and to enhance ventilation & cooling effect by increasing height differences of the air inlets and outlets on the premise of building structural condition and noise control; it is appropriate to arrange air inlets below 1m and ventilation volume could be enhanced by increasing area of air inlets and outlets, in which way temperature and velocity fields could be improved.
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Abstract—Motivated by a wide range of real world applications of handwriting digital recognition, e.g., postal code recognition, the past decades have seen its great progress. The related approaches are generally composed of two components, feature extraction and identification methods. We note that the previous approaches are limited by the following two aspects: (1) the feature is not adaptive enough to cover the great variance within data; (2) the recognition methods are suffered from local minima solution. Inspired by these observations and to overcome these limitations, we in this paper propose an approach HMM-MLR by exploiting hidden Markov model (HMM) and modified logistic regression (MLR). In the proposed approach, HMM is employed to model the trace of handwriting digital, which is able to model the large variance within digitals and can adapt to the data distribution. Then the features are extracted based on HMM and then delivered into MLR for recognition. Benefitting from the global optimum solution of MLR, the proposed approach could reach highly stable results. To verify the effectiveness of the proposed approach, we experimentally compare our proposed approach with other state-of-the-art approaches over Semeion handwritten digit dataset. The experimental results show that, over both recognition accuracy and recall, for different rounds of experiments and different number of training samples, our HMM-MLR exhibits significant improvement over others.

Index Terms—Handwriting Digital Recognition; Hidden Markov Model; Modified Logistic Regression

I. INTRODUCTION

Researchers started the investigation of pattern recognition theory and applications since 1920s. Along with the rapid development of computer and artificial intelligence techniques, it has been a branch of science until early 1960s. The continuous development of recognition techniques [1] obtains a wide range of applications, for instance, character recognition, image processing, speech recognition, biosensor. Among them, handwriting digital recognition and image recognition [2] are important applications, on the base of image processing, image representation, pattern recognition techniques. The progress of these techniques brings more and more researchers to this field, working on both algorithms and applications [1, 2]. On the other hand, according to the statistics, for human being, more than 70% information is obtained through visual signal, which indicates that visual signal is the most important way for communication. The large amount of images or visual information has been more and more important during the object recognition in recent years [1]. For this reason, image recognition becomes a popular topic [1-3].

In recent years, the fast development of artificial intelligence field provides a number of new approaches [1, 2] especially for image recognition and handwriting digital recognition [2]. As an important tool for understanding the real world, recognition techniques play an increasingly important role in both industry and daily life. With the development and applications of Internet and information science, the scale of image is increasing. Specifically, handwriting digital recognition techniques are used to handle more 10 millions of mails every data. Moreover, handwriting digital recognition techniques are demanded by character recognition is document analysis.

Researchers introduced a number of methods [1, 6-10] into image recognition [1, 5], such as neural network, support vector machine, Bayesian decision theory, hidden Markov models (HMM) [11]. These methods can be categorized into two classes, discriminative learning approaches and generative learning approaches. Typical discriminative approaches include support vector machine, neutral network, naïve Bayes, which typical generative approaches include HMM and so on.

Artificial neural network is based on empirical risk minimization and suffers from over-fitting, slow learning speed and other disadvantages during the pattern recognition. For support vector machine (SVM) [5], its model parameters exert a tremendous influence to the identification performance [6,7]. That is, appropriate parameters tend to have high performance of image recognition and handwriting digital recognition while inappropriate parameters cause degeneration in both computational efficiency and recognition accuracy. The naïve Bayesian method could hardly satisfy the large scale identification problem. And it is difficult to realize the assumption of recognition unconditional independence. Additionally, it increases the learning and training complexity.

A stochastically process is named as Markov process if its future state at time $t+1$ only depends on its current state at time $t$, and is independent with its past states before time $t$. Hidden Markov Model (HMM) is a model on the base of the Markov assumption, with hidden states introduced. The observed events are not conducted deterministically. And they were connected
using a set of probability distribution. HMM was a dual random process, which consisted of two randomly processes, Markov chain as well as general randomly process. Markov chain described the state transition by means of transition probability, while general stochastically process described the relationship between state and observation series through observation probability. HMM [11] is a probability model which describes the statistic property of stochastically process by parameters. The model has been widely adopted in the areas of speech identification, character recognition, genetic analysis as well as bioinformatics engineering, etc.

From the above disadvantages, this paper proposes an approach for handwriting digital recognition that is on the basis of the hidden Markov model (HMM) and modified logistic regression (MLR). First, we enhance and thin the image of handwriting digit, so that we are able to extract the skeleton of digits and then are able to separate them into individual digital. Second, we extract the location points from the skeleton and quantize the sequence of location points to a sequence of direction vectors. The reason is that, the direction vector is robust to rotation of digital which location sequence does not. Third, we use HMM to model the distribution of direction sequence of digital. This can be implemented using standard learning method. Forth, the transition matrix conditioned on sample is employed as feature to represent the sample. Such feature exploits the data distribution and hidden states. Fifth, the extracted feature is delivered into MLR for recognition.

The contributions of the proposed method in this paper are threefold: (1) we propose to model the handwriting digit using hidden Markov model (HMM) and extract features based on HMM. To our best knowledge, the proposed approach is novel to this field. (2) We propose a modification for logistic regression so that it has better generalization ability than logistic regression. The modified logistic regression (MLR) is computationally efficient. (3) The proposed approach HMM-MLR combines the abilities of HMM and MLR for a comprehensive recognition [12].

The remainder of this work is organized as follows. Section 2 will present the proposed method, including hidden Markov model for feature extraction, modified logistic regression for recognition. Section 3 will verify the proposed method by a group of carefully designed experiments. We draw a conclusion in Section 4.

II. OUR PROPOSED SCHEMA

On the basis of the above discussion, in this section, we propose a method for handwritten digit recognition. Our approach is based on the hidden Markov model and modified logistic regression, and is able to surmount the limitation of previous approach. Our developed algorithm is graphically illustrated in Fig. 1. There are three main steps. First, collect data; second, feature extraction via HMM model in this section; third, MLR model training and test [13].

A. Modeling Handwritten Digit Using HMM

The hidden Markov model (HMM) is a probabilistic generative model developed to model the distribution of sequences. It is composed of a set of hidden states and a set of observed states which are controlled by the hidden states. Here we first introduce the mathematical notations and then present the formulation of hidden Markov model. The quintuple $\lambda = (N, O, A, B, \pi)$ is employed to describe HMM [11], where $O = \{V_1, V_2, \ldots, V_M\}$ is the set of $M$ observed states; $S = \{S_1, S_2, \ldots, S_N\}$ is the set of $N$ hidden states; $o_t$ is the observed state at time $t$; $q_t$ is the hidden state at time $t$.

Given the above notations, we now introduce the basic probabilities. Let $A = \{\alpha_j\}$ be state transition probability matrix, where $\alpha_j$ is transition probability from state $S_i$ to state $S_j$. Let $B = \{b_a\}$ be the output probability matrix where $b_a$ is the output probability from hidden state $S_j$ to observed state $V_k$. Let $\pi = \{\pi_i\}$ be the initial probability where $\pi_i = P(q_1 = S_i)$. When solving an estimation problem, for a given model and state transition series $q = (q_1, q_2, q_3, \ldots, q_T)$, the probability of an observed series $O = (o_1, o_2, o_3, \ldots, o_T)$ could be computed through the following equation:

$$P(o, q | \lambda) = P(o_1 | q_1) \cdots P(o_T | q_T) = b_{o_1} \alpha_{q_1} \cdots b_{o_T} \alpha_{q_T}$$  \hspace{1cm} (1)

If $\lambda$ is given, the probability of $q = (q_1, q_2, q_3, \ldots, q_T)$ can be compute through

$$P(q | \lambda) = \pi_{q_1} \alpha_{q_1} \cdots \alpha_{q_T}$$

Therefore, the estimation probability of the observed sequence can be is written as,

$$P(o, q | \lambda) = P(o | q, \lambda) P(q | \lambda)$$  \hspace{1cm} (2)

An observation sequence may have more than one corresponding state transition sequences; thereby all the state transition sequences could be is expressed as

$$P(o | \lambda) = \sum_{q} P(o, q | \lambda)$$

$$= \sum_{q_1, q_2, \ldots, q_T} \pi_{q_1} b_{o_1} \alpha_{q_1} \alpha_{q_2} b_{o_2} \alpha_{q_3} \cdots \alpha_{q_T} b_{o_T} \alpha_{q_T}$$  \hspace{1cm} (3)

The hidden Markov model can be efficiently solved using forward-backward algorithm [11].
B. Modified Logistic Regression for Identification

Both real and binary responses could adopt Logistic Regression, whose output posterior probabilities can be processed expediently and sent to other systems. It attempts to simulate the class label’s conditional probability offer its observation:

\[ p(y|x) = \frac{1}{1+\exp(-y(w^Tx+b))} \]  \hspace{1cm} (4)

where \( x = (x_1,\ldots,x_n)^T \) is the example vector; \( m \) is the number of features; \( y \in \{+1,-1\} \) is the category label; \( w=(w_1,\ldots,w_m)^T \) is the weight vector; \( b \) is decision intercept. The weight can be estimated as,

\[ \hat{w} = \arg \min_w \left\{ \frac{1}{n} \sum_{i=1}^{n} \log \left[1 + \exp \left(-y_i (w^T x_i + b) \right) \right] + \lambda w^T w \right\} \]

Please notice which the Hessian matrix of the objective function \( O(w) \) is:

\[ H = \frac{d^2O(w)}{dwdw^T} = \frac{1}{n} \sum_{i=1}^{n} \left[ \frac{\exp(-y_i w^T x_i)}{1+\exp(-y_i w^T x_i)} x_i x_i^T + 2\lambda I \right] \]

Here the identity matrix is \( I \). Thanks to \( \lambda > 0 \), the Hessian matrix above mentioned is positive definite, that means the objective function of regularized LR with strict convexity, hence, we can see its solution, which is unique and global.

In this part, we first state that, by constructing a series of optimization problems, the solutions converge to the solution of SVM. Thus, SVM could be solved by simple unconstrained optimization techniques. Then we put forward our simple MLR-CG algorithm that uses CG as its inner loop.

To simplify our derivations, we take advantage of the augmented weight vector \( w = (b,w_1,w_2,\ldots,w_m)^T \) and the augmented sample vector \( x = (1,x_1,x_2,\ldots,x_n)^T \) from right now unless otherwise specified. To keep the SVM optimization problem unchanged, its form becomes,

\[ \hat{w} = \arg \min_w \left\{ \frac{1}{n} \sum_{i=1}^{n} \max \left\{ 0, 1 - y_i (w^T x_i) \right\} + \lambda \sum_{j=1}^{m} w_j^2 \right\} \]

The intercept \( \omega_0 = b \) is not in the regularization term. We also need not to penalize the intercept \( \omega_0 \) in the regularized LR to approximate SVM:

\[ \hat{w} = \arg \min_w \left\{ \frac{1}{n} \sum_{i=1}^{n} \log \left[1 + \exp \left(-y_i (w^T x_i) \right) \right] + \lambda \sum_{j=1}^{m} w_j^2 \right\} \]

From former discussions we could see which loss functions play an important role in the SVM and LR. The SVM loss function can be approximated by the loss of the following modified LR:

\[ g_\gamma(x,y,w) = \frac{1}{\gamma} \ln \left[1 + \exp \left(-\gamma (yw^T x - 1) \right) \right] \]  \hspace{1cm} (5)

If we could approximate the SVM loss function, \( g_{\text{svm}}(x,y,w) = \max \left\{ 0, 1 - yw^T x \right\} \), then the problem can be resolved with simple unconstrained optimization techniques.

With the above sequence of functions \( \{g_\gamma\} \), then the conjugate gradient method follows the above convergence proof. That is to say, we calculate the solution of SVM by solving the problems a sequence of sub-optimization problems. Especially, we solve each sub-optimization problem by means of the conjugate gradient. For solving large-scale nonlinear optimization problems, conjugate gradient is one of the most popular methods. More importantly, it is compared with other methods in fitting LR, which shows that it is more efficient. We could determine that the HS direction in the experiment is more efficient than the other two directions. We make a list of our conjugate gradient method below, which is an iterative method in the inner loop [14].

Algorithm 1: Conjugate Gradient
1. Initialize \( w = 0 \), \( \gamma = 1.0 \), \( l = 10 \), and \( \delta = 10 \)
2. Repeat until convergence:
   (a) Initialize conjugate gradient by collocation its search direction to minus gradient
   (b) Minimize \( O_{\gamma} \) with \( l \) steps
   (c) Increase \( \gamma \leftarrow \gamma + \delta \)

In fact, we should start from small \( \gamma \) as well as run not increase \( \gamma \) to infinity for two reasons. The first reason is which when \( \gamma \) is big the Hessian matrix is ill-conditioned, that will result in the unsuitability of our algorithm. Starting from small \( \gamma \) and gradually increase it will lead us obtain the stable solution.

For example, when \( \gamma = 200 \), it is at most 0.003, that is already not influential for our problems. As well as later on, in our experiments we will give a summarize that this approximation will not degrade the performance of our trained classifier. We run not need increase \( \gamma \) after each conjugate gradient procedure since we should let conjugate gradient do at least several steps to fully adopt its power in finding conjugate directions; and also we do not require to wait until it converged before we change \( \gamma \). We set both \( \delta \) as well as \( l \) to be 10 in our experiments. And each round when \( \gamma \) is changed, conjugate gradient should be re-initialized. We use 200 conjugate gradient steps in our experiments as the stopping criteria. And we also make use of other criteria like the change of weight vector or objective value.

III. EXPERIMENTAL RESULTS

In this section, we will validate our proposed method HMM-MLR for handwritten digit recognition. The experimental steps contain the following steps: (1) data collection; (2) model the data and extract the feature; (3) train the model and perform test. The experimental procedure are summarize in the above section. This part will sequentially report the dataset, verification criterion and experimental results [15].

A. Experimental Database
The Simenon Handwritten Digit instance used in our
experiments were collected using Tactile Sal, Brescia, Italy and donated in 1994 to Simenon Research Center of Sciences of Communication, Rome, Italy, for machine learning research. 1593 handwritten digits from around 80 persons were scanned, stretched in a rectangular box 16x16 in a gray scale of 256 values. Then each pixel of each image was scaled into a binary value by a fixed threshold. Each person wrote on a paper all the digits from 0 to 9, twice. The commitment was to write the digit the first trial in the normal way (trying to write each digit accurately) as well as the second time in a fast way (with no accuracy). The best validation protocol for this database seems to be a 5x2CV, 50% Tune (Train +Test) and completely blind 50% Validation. This dataset consists of 1593 records and 256 attributes. Each record represents a handwritten digit, originally scanned with a resolution of 256 grays scale (28). Each pixel of the each original scanned image was first stretched, as well as after scaled between 0 and 1 (collocation to 0 every pixel whose value was under the value 127 of the grey scale as well as setting to 1 each pixel whose value in the grey scale was over 127). Each binary image was scaled again into a 16x16 square box (the final 256 binary attributes). The categories described as shown in Table I.

### TABLE I. CLASS DISTRIBUTION OF SAMPLES

<table>
<thead>
<tr>
<th>Categories</th>
<th>Number of samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Man</td>
<td>873</td>
</tr>
<tr>
<td>Woman</td>
<td>720</td>
</tr>
<tr>
<td>Total</td>
<td>1593</td>
</tr>
</tbody>
</table>

### B. Verification Criterion

To validate the ability of our proposed HMM-MLR method for handwritten digit recognition, as well as compare with different approach, we in this paper use the following assessment criterion to assess the HMM-MLR approach for handwritten digit recognition. Specifically, we define the recognition accuracy, recognition precision, identification recall and classification true negative rate. The definitions are report in Table II. In this table, TN represents true negative; TP denotes true positive; FN represents false negative; FP denotes false positive. These evaluation standards can be directly made use of to measure two class recognition problem of handwritten digit recognition, and multiple class recognition problem of handwritten digit recognition

### TABLE II. THE EVALUATION CRITERION THE HMM-MLR APPROACH FOR HANDWRITTEN DIGIT RECOGNITION

<table>
<thead>
<tr>
<th>Evaluation criterion</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>$\frac{TP + TN}{(TP + TN + FP + FN)}$</td>
</tr>
<tr>
<td>Precision</td>
<td>$\frac{TP}{TP + FP}$</td>
</tr>
<tr>
<td>Recall</td>
<td>$\frac{TP}{(FN + TP)}$</td>
</tr>
<tr>
<td>True negative rate</td>
<td>$\frac{TN}{(TN + FP)}$</td>
</tr>
</tbody>
</table>

### C. Main Results

In the first experiment, we validate our proposed HMM-MLR approach for handwritten digit recognition, over the Semeion Handwritten Digit dataset. We employ two comprehensive criterions, accuracy and recall, for experimental verification. Identification accuracy and recall are two typical and popular measures for the correctness of the identification model. The experimental procedure is show in the experiment section. The preprocessing step as well as feature extraction step is important due to their encoding discriminant information. Our proposed algorithm HMM-MLR is trained by the above approach, and some parameters of HMM-MLR are obtained using cross-validation strategy. We conduct the test for multiple rounds, where in each round we stochastically divide the database to training configure as well as test configure.

We extensively compare our proposed HMM-MLR method for handwritten digit recognition with three algorithm, HMM-KNN, HMM as well as SVM. The classification results are show in Table III as well as Fig. 2. These experimental results indicate which: (1) our proposed method HMM-MLR outperforms all three compared methods significantly, under the distinct experimental configurations, distinct number of training example, and distinct evaluation standard. (2) Our developed method exhibit robustness against the round of experiments, and the verification criterion, which no wonder mean which our proposed algorithm could be used to a lot of tasks. The reasons are three folds. (1) The HMM-MLR has the ability to map the nonlinear data in the low dimensional space to the high dimensional space by the feature extraction, which makes the classification problem simple. (2) In comparison with empirical parameter selection approach, the selection method for parameters can adapt to the dataset. (3) The experimental procedure of our method could provide informative features and could maximize the discrimination ability.

### TABLE III. CLASSIFICATION PERFORMANCE COMPARISON OF FOUR METHOD FOR HANDWRITTEN DIGIT RECOGNITION

<table>
<thead>
<tr>
<th>Experiment round</th>
<th>approach</th>
<th>Evaluation Criterion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Accuracy</td>
</tr>
<tr>
<td>Round 1</td>
<td>HMM-KNN</td>
<td>85.55</td>
</tr>
<tr>
<td></td>
<td>HMM</td>
<td>80.62</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>83.72</td>
</tr>
<tr>
<td></td>
<td>HMM-MLR(ours)</td>
<td>87.88</td>
</tr>
<tr>
<td>Round 2</td>
<td>HMM-KNN</td>
<td>85.05</td>
</tr>
<tr>
<td></td>
<td>HMM</td>
<td>84.55</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>84.32</td>
</tr>
<tr>
<td></td>
<td>HMM-MLR(ours)</td>
<td>88.62</td>
</tr>
<tr>
<td>Round 3</td>
<td>HMM-KNN</td>
<td>85.56</td>
</tr>
<tr>
<td></td>
<td>HMM</td>
<td>84.57</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>82.73</td>
</tr>
<tr>
<td></td>
<td>HMM-MLR(ours)</td>
<td>88.70</td>
</tr>
</tbody>
</table>

Figure 2. The performance comparison of experimented algorithm for handwritten digit recognition
In the second experiment, we validate the ability of the proposed HMM-MLR algorithm in handwritten digit recognition, by means of comparison experiment. Two popular criterions accuracy as well as recall is adopt for evaluation. Identification accuracy and recall are two typical and popular measures for the correctness of the identification model. The used database is Semeion Handwritten Digit dataset. The experimental step is show in above part. Our algorithm HMM-MLR is learnt by means of the method in above part, where some parameters of HMM-MLR are configure to defaults. The means of the method in above part, where some parameters configure by means of authors. The experimental results of partial round are in Table IV as well as Fig. 3. As report in Table IV, using by our algorithm HMM-MLR for handwritten digit recognition reaches the highest performance of 91.29% under the standard of accuracy, while HMM-MLR achieve the highest performance of 88.45% under the standard of recall. Moreover, the average accuracy of HMM-MLR is 88.70% that outperforms which of HMM-KNN (85.43%). The potential reasons for these results are mainly threefold. Firstly, HMM-MLR has the ability to map the nonlinear data points in the low dimensional space to the high dimensional space by HMM based feature extraction, which simplifies the classification problem. Secondly, the parameter selection can be adaptive to different dataset, in comparison with the empirical parameter selection method. Thirdly, the framework of the proposed approach is composed of a group of comprehensive procedures which sequentially maximize the identification ability. The accuracy and recall is use as the assessment standard for the handwritten digit recognition. We do the experiment for 20 rounds as well as summarize the experimental results of partial round are in Table IV as well as Fig. 3. As report in Table IV, using by our method to determine the parameters, HMM-MLR for handwritten digit recognition reaches the highest performance of 91.29% under the standard of accuracy, while HMM-MLR achieve the highest performance of 88.45% under the standard of recall. Moreover, the average accuracy of HMM-MLR is 88.70% that outperforms which of HMM-KNN (85.43%). The potential reasons for these results are mainly threefold. Firstly, HMM-MLR has the ability to map the nonlinear data points in the low dimensional space to the high dimensional space by HMM based feature extraction, which simplifies the classification problem. Secondly, the parameter selection can be adaptive to different dataset, in comparison with the empirical parameter selection method. Thirdly, the framework of the proposed approach is composed of a group of comprehensive procedures which sequentially maximize the identification ability.

In the third experiment, we conduct experiments over Semeion Handwritten Digit dataset. The dataset includes have 1583 samples with 256 attributes, and the dataset is divided into two part, the training data set with 1400 samples and the test data set with 183 samples. This experiment verifies the ability of the proposed HMM-MLR for handwritten digit recognition, and the capability of the optimization method. The experimental scheme is summarize in the previous part of this work. It adopts a criterion approach to learn the HMM-MLR based on the database Semeion Handwritten Digit dataset. In this experiment, HMM-MLR adopts the default parameters configure by means of authors. The assessment criterions are accuracy as well as recall where Identification accuracy and recall are two typical and popular measures for the correctness of the identification model.

### Table IV. The Performance Comparison of Different Method

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Algorithm</th>
<th>Evaluation Criterion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Accuracy</td>
</tr>
<tr>
<td>Round 1</td>
<td>HMM-KNN</td>
<td>83.65</td>
</tr>
<tr>
<td></td>
<td>HMM-MLR(ours)</td>
<td>87.88</td>
</tr>
<tr>
<td>Round 2</td>
<td>HMM-KNN</td>
<td>85.05</td>
</tr>
<tr>
<td></td>
<td>HMM-MLR(ours)</td>
<td>88.62</td>
</tr>
<tr>
<td>Round 3</td>
<td>HMM-KNN</td>
<td>85.56</td>
</tr>
<tr>
<td></td>
<td>HMM-MLR(ours)</td>
<td>86.78</td>
</tr>
<tr>
<td>Round 4</td>
<td>HMM-KNN</td>
<td>84.47</td>
</tr>
<tr>
<td></td>
<td>HMM-MLR(ours)</td>
<td>88.19</td>
</tr>
<tr>
<td>Round 5</td>
<td>HMM-KNN</td>
<td>84.61</td>
</tr>
<tr>
<td></td>
<td>HMM-MLR(ours)</td>
<td>91.29</td>
</tr>
<tr>
<td>Average</td>
<td>HMM-KNN</td>
<td>85.43</td>
</tr>
<tr>
<td></td>
<td>HMM-MLR(ours)</td>
<td>88.70</td>
</tr>
</tbody>
</table>

Here we verify our developed algorithm by comparing it with HMM over two criterions, accuracy as well as recall. The experimental results for handwritten digit recognition are summarized in Table V as well as Fig. 4. As summarize in this table, we can see that, the values of accuracy as well as recall of our developed algorithm are much higher than that in HMM. That is to say, about 90.26-84.44% for accuracy and 87.87-86.66% for recall. We also found that, HMM-MLR is higher than HMM for
distinct number of training data, over two criterions. In all experiments with different collocation, the results of our approach exhibit advantage over the HMM approach. These results can be intuitively explained. First, comparing with the traditional machine learning based methods the HMM-MLR can be well applied to the condition that the sample data is large scale, high dimension and contains a large number of heterogeneous information. Second, in comparison with the empirical parameter selection method, our method can adapt to the dataset. Third, the framework of the proposed algorithm contains a group of comprehensive procedures which sequentially maximize the performance.

IV. SUMMARY

This paper proposed a handwriting digital recognition method based on hidden Markov model and modified logistic regression. Specifically, hidden Markov model models the distribution of sequence of digital, where the digital is preprocessed and represented as a sequence of direction vector. Then, the features of handwriting digital are extracted from hidden Markov model, i.e. use the matrix of transfer state as the feature. The extracted features are then delivered to modified logistic regression for recognition. The modified logistic regression method is an extension of logistic regression by modifying its loss function which approaches to the hinge-loss of support vector machine, but keeps the global optimum solution. The proposed approach HMM-MLR has the follows three advantages: (1) the sequence of direction vector is robust to the rotation of images; (2) the extract feature is adaptive to data distribution and exploits hidden states; (3) the modified logistic regression has global optimum solution which produces robust results. The experiment results over real world database, by comparing with other popular methods validate the advantages of our proposed approach.
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Abstract—This letter presents a new filtering scheme based on local similarity pattern within the local window for removing random valued impulse noise. A pixel to be considered as an original pixel, it should have ample numbers of similar neighboring pixels in a local window. The neighbors are divided into 2 subtypes: smooth similar neighbors and edge similar neighbors according to the different criterion. Extensive simulations show that the proposed filter provides better performance than many of the existing filters. In particular, the thresholds are adaptive to diverse image types at different noise rate and the computational complexity is very low.
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I. INTRODUCTION

Digital images are often corrupted by impulse noise during the acquisition or transmission processes. The corrupted images severely impede subsequent image processing, such as image segmentation, edge detection or object recognition. Therefore, a fundamental problem in image processing is to suppress impulse noise from an image, whereas keeping the original pixels intact and preserving its details. The impulse noise can be classified as fixed-valued and random-valued impulse noise. In this paper, we focus on random-valued impulse noise which is uniformly distributed in the dynamic range of [0, 255] and which is more difficult to identify.

The median filter, which exploits the rank-order information of pixel intensities within a filtering window and replaces the center pixel with the median, is the most popular choice for removing impulse noise from images because of its effectiveness and simplicity. Nevertheless, it tends to distort fine details, since it modifies both noisy as well as noise-free pixels. Consequently, many filtering algorithms have been proposed which use some thresholds to detect noisy pixels, such as Progressive median (PSM) [1], MSM [2], tri-state median (TSM) filter [3], EM [4] and the pixel-wise MAD (PWMAD) filter [5] and, etc [6-8]. The performance of these filters is heavily dependent on the capabilities of the impulse detectors. Unfortunately, these filters exhibit poor performance for heavily corrupted noisy images. The reason is that they detect noisy pixels across the whole image region without considering the difference between the locally smooth region and edge region. The intensity difference pattern between the center pixel and other pixels in the filtering window is not the same for the locally smoothing region and edge region, so they need different criterion to detect noisy pixels. In order to overcome this drawback, in [9, 10] image rank ordered absolute differences (ROAD) is proposed to measure the similarity or closeness of a pixel value to its neighbor, which utilizes the sort information and threshold value to determine the noisy-free pixels. Due to the high complexity of sort operation, ROAD is limited in application.

In [11] using different directional filter convolution to detect the noisy-free pixels, the optimal thresholds are hard to select.

The [12, 13] use fuzzy mathematics for noise removal, the problem of this method is hard to select the right fuzzy functions and de-fuzzy function. Recently, many new methods, such as NASMBF [14], UTMF [15], ABDND [16] ASMF [17] and NSC [18], [19-21] are some other schemes which are proposed for detection noise and some of its variants. Even if great progresses have been made, there is still room to improve.

In this letter, a new scheme based on local similarity pattern in the local window is presented, which exhibits significantly improved impulse detection capability whereas very simple and fast. Impulse detection has respective criterion for smooth and edge region. Most of impulse detection available in the literature are performed in an iterative manner and need time-consume sort operation and varying filter window size. Our method does not need these.

The letter is structured as follows. In Section II, we introduce the draft detection scheme and the recovery process. In Section III we show numerical results and visual examples. Finally, Section IV provides the concluding remarks.

II. NOISE DETECTION AND RECOVERY PROCESS

Noise detection is based on the assumption that a noise-free image contains locally smoothly varying areas separated by edges. We assume the following noise model, any pixel at (i,j) in the noisy image can take on an arbitrary impulse noise $n_{ij}$ from the dynamic range with probability equal to the noise rate $p$ in the image. If the pixels $x_{ij,no}$ and $x_{ij,or}$ are in noisy and original images, respectively, then we have
\[ x_{ij, noc} = \begin{cases} x_{ij, noc} & \text{with probability } 1-p \\ n_{ij} & \text{with probability } p \end{cases} \]  \hspace{1cm} (1)

**A. Noise Detection**

For the noise-free image, in the locally smooth region, the center pixel has numerous similar pixels among their neighbors in a filter window and the intensity difference is low. However, in the edge region, the pattern is very different. In the tangential direction of the edge, the intensity difference is the same as the smooth region, which we call as smooth similarity; whereas in the normal direction of the edge, the intensity difference is higher than the smooth similarity but not too high, which we call as edge similarity.

If the central pixel \( x \) and any pixel \( y \) of the other pixels in the window such that

\[ abs(x - y) \leq T_{smooth} \]  \hspace{1cm} (2)

Then pixel \( x \) and pixel \( y \) are considered as smooth similarity, \( T_{smooth} \) is the threshold. If the pixel \( x \) and \( y \) satisfy

\[ T_{smooth} < abs(x - y) \leq T_{edge} \]  \hspace{1cm} (3)

Then they are considered as edge similarity, \( T_{edge} \) is the threshold.

For the noise-free or the noisy image, in the smooth region, the center pixel \( x \) of a filter window has many neighboring pixels that satisfy smooth similarity; whereas in the edge region, the center pixel \( x \) has little neighboring pixels that satisfy smooth similarity and some neighboring pixels that satisfy edge similarity. For the center pixel \( x \), we denote \( N_{ss} \) as the number of pixels that satisfy smooth similarity and \( N_{es} \) as the number of pixels that satisfy edge similarity in a filtering window. Now for a 3x3 window, the center pixel \( x \) is considered as the original pixel located in the smooth region if

\[ N_{ss} > 3 \]  \hspace{1cm} (4)

And the center pixel \( x \) is reckoned as original pixel located in edge region if

\[ N_{es} = (2,3) & N_{es} > 2 \]  \hspace{1cm} (5)

Other pixels are considered as noisy pixels.

**B. Restoration Process**

To restore the corrupted image, we replace each detected noisy pixel with a normalized weighted sum of its good neighboring pixels in the 3x3 filtering window. The weight is fixed and the weight of the original pixel in the smooth region is 4 and the weight of the original pixel in the edge region is 2. For those already restored noisy pixel, we also set a weight value which is depended on the intensity difference between the restored noisy pixel and the average intensity of its good neighboring pixels. If the intensity difference is small than 15, the weight is 4; If the difference is small than 25, the weight is 2; and in other cases, the weight is 1.

**III. EXPERIMENTAL RESULT**

To assess the performance of our proposed method, the standard gray-scale test images used in our experiments have distinctly different features. These images are “Lena” and “Walkbridge”, each of size 512x512.

The peak signal-to-noise ratio (PSNR) between the restored image and the original image is selected as measuring the performance in experiments. The PSNR is defined as:

\[ PSNR = 20 \log_{10} \frac{255}{\text{MSE}} \]

\[ \text{MSE} = \frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} (y(i,j) - x(i,j))^2 \]  \hspace{1cm} (6)

Here MSE is the mean squared error and \( y \) denotes the deblurred image and \( x \) denotes the origin image.

**A. Restoration Results**

The noise density in the noisy images is varied from 20% to 60%. The thresholds that utilized in all the experiments are fixed with \( T_{smooth}=15 \) and \( T_{edge}=50 \).

The proposed filtering algorithm is named as local similarity pattern (LSP). The PSNR resulting from various experiments is given in Table I for “Lena” image. From the table, it can be easily observed that the LSP outperform the other filtering schemes at noise levels below 40% and only SNC method outperforms our NSF method at higher noise levels.

**TABLE I. COMPARISON OF RESTORATION RESULTS IN PSNR (dB) FOR “LENA” IMAGE NOISE RATE**

<table>
<thead>
<tr>
<th>Method</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
</tr>
</thead>
<tbody>
<tr>
<td>Median</td>
<td>32.5</td>
<td>27.7</td>
<td>23.5</td>
<td>20.0</td>
<td>17.4</td>
</tr>
<tr>
<td>PSM[1]</td>
<td>27.8</td>
<td>26.5</td>
<td>25.4</td>
<td>23.6</td>
<td>20.6</td>
</tr>
<tr>
<td>MSM[2]</td>
<td>33.3</td>
<td>31.2</td>
<td>29.0</td>
<td>26.5</td>
<td>23.4</td>
</tr>
<tr>
<td>TSM[3]</td>
<td>31.5</td>
<td>27.5</td>
<td>24.1</td>
<td>21.5</td>
<td>19.6</td>
</tr>
<tr>
<td>EM[4]</td>
<td>34.8</td>
<td>32.3</td>
<td>30.0</td>
<td>27.6</td>
<td>25.6</td>
</tr>
<tr>
<td>PWMAD[5]</td>
<td>30.9</td>
<td>26.5</td>
<td>22.7</td>
<td>20.1</td>
<td>18.1</td>
</tr>
<tr>
<td>UNR[6]</td>
<td>33.3</td>
<td>31.2</td>
<td>28.6</td>
<td>26.1</td>
<td>23.7</td>
</tr>
<tr>
<td>SNC[7]</td>
<td>34.0</td>
<td>32.3</td>
<td>31.0</td>
<td>30.0</td>
<td>29.1</td>
</tr>
<tr>
<td>PSM[8]</td>
<td>26.3</td>
<td>22.2</td>
<td>19.2</td>
<td>16.6</td>
<td>14.4</td>
</tr>
<tr>
<td>LSP</td>
<td>34.9</td>
<td>32.6</td>
<td>30.0</td>
<td>27.4</td>
<td>24.2</td>
</tr>
</tbody>
</table>

Fig. 1 shows the restored images of our method at 20, 40, and 60% noise density for “Lena” image. It can be seen that the proposed method successfully preserve the details in the image while removing the noise at 20% noise rate, and have a scattered amount of tiny bright and dark spots at the 40% rate. It is clear that the restored image at 60% rate is seriously corrupted with a cluster of impulse noise. For convenience of visual judgment, the detailed regions cropped from Fig. 1 are shown in Fig. 2. From the Fig. 2, it shows the proposed algorithm can remove the noise successfully while preserving edges under 40% rate. Fig. 3 shows the restored images at 20, 40, and 60% noise density for “Walkbridge” image.

The reason is that many of the noisy pixels in the cluster are similar to each other but not similar to the other surrounding original pixels. That means the intensity differences between the noisy pixels are not too high and thus they are likely to be considered as original pixels located in the edge region when compared with the threshold \( T_{edge} \) and \( T_{smooth} \) when heavily corrupted.
Figure 1. Restoration performances of Lena image with different noise rate. (a) 20% noise image (b) 40% noise image (c) 60% noise image (d) 20% denoise image (e) 40% denoise image (f) 60% denoise image

Figure 2. Detailed regions corrupted from Fig. 1 (a) 20% denoise image (b) 40% denoise image (c) 60% denoise image (d) origin image

B. Noisy-Free Pixels Detection Results

The percentage of wrongly detected noise-free pixels (false detections), undetected noise-free pixels (miss detections) and rightly detected noise-free pixels (hit ratio) in the corrupted Lena and Walkbridge images are shown in Table II. It is clear that for the Lena image the proposed method has at least 90% hit ratio and at most 6% false rate or miss rate below 40% noise rate and the hit ratio decreases rapidly and false rate and miss rate increase rapidly when the noise rate is higher than 40%. This is why our method performs outstanding when noise rate is below 40% and performance decreases slowly with noise rate increasing. The detection results of Walkbridge image are bad than Lena image for the miss and right ratio. Because the Walkbridge image has many edges and the edge region are hard to detect the noise pixel.

Figure 3. Restoration performances of Walkbridge image with different noise rate. (a) 20% (b) 40% (c) 60% (d) origin image

Figure 4. Detailed regions corrupted from Fig. 3 (a) 20% denoise image (b) 40% denoise image (c) 60% denoise image (d) origin image

C. Parameters Robustness

For evaluating the robustness of the proposed thresholds, we calculate the values of PSNR for “Lena” and “Walkbridge” images which have distinctly unique features. “Lena” image has few fine details such as edge while “Walkbridge” image has many fine details.

<table>
<thead>
<tr>
<th>Noise rate</th>
<th>Lena</th>
<th>Miss</th>
<th>Right</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.7</td>
<td>1.3</td>
<td>97.9</td>
</tr>
<tr>
<td>20</td>
<td>3.7</td>
<td>2.6</td>
<td>96.6</td>
</tr>
<tr>
<td>30</td>
<td>6.0</td>
<td>6.1</td>
<td>93.1</td>
</tr>
<tr>
<td>40</td>
<td>8.8</td>
<td>13.4</td>
<td>85.8</td>
</tr>
<tr>
<td>50</td>
<td>11.5</td>
<td>25.2</td>
<td>74.1</td>
</tr>
<tr>
<td>60</td>
<td>15.0</td>
<td>40.7</td>
<td>58.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Noise rate</th>
<th>Walkbridge</th>
<th>Miss</th>
<th>Right</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>2.1</td>
<td>7.9</td>
<td>91.3</td>
</tr>
<tr>
<td>20</td>
<td>4.6</td>
<td>11.1</td>
<td>88.1</td>
</tr>
<tr>
<td>30</td>
<td>7.3</td>
<td>16.9</td>
<td>82.3</td>
</tr>
<tr>
<td>40</td>
<td>10.4</td>
<td>25.4</td>
<td>75.8</td>
</tr>
<tr>
<td>50</td>
<td>13.7</td>
<td>36.0</td>
<td>63.2</td>
</tr>
<tr>
<td>60</td>
<td>16.7</td>
<td>49.4</td>
<td>49.7</td>
</tr>
</tbody>
</table>
First we fixed $T_{edge}$ equal to 50, to study the $T_{smooth}$’s impact on the performance, the results list in Table III. It can be shown that there is a gradual improvement in PSNR values as the threshold increase, until we reach the optimal threshold, then PSNR values decrease for both images. It is obvious that the $T_{smooth}$’s role on restoration performance for the two images is distinct. Results of “Lena” are sensitive to $T_{smooth}$ whereas the results of “Walkbridge” are not. The optimal threshold is around 15 for “Lena” image whereas the optimal threshold varies greatly for “Walkbridge” image and greater than the Lena’s. But fortunately, the restored results are good enough for the two types of images for any noise rate when $T_{smooth}$ in the [$10, 20$] range. Lastly, results of “Lena” image outperform results of “Walkbridge” image greatly.

For the small $T_{smooth}$, the smooth similarity is harder to satisfied. This means that the hit ratio is low and there are many undetected noise-free pixels. So the restoration results are not good. While for large $T_{smooth}$, the smooth similarity is easy to satisfied. This means that the false detection is high and there are many wrongly detected noise-free pixels which can form the dark or light spots in the restoration stage. So the results are not good as well. So the optimal $T_{smooth}$ is not very small and very large.

In the smooth regions, we need smaller $T_{smooth}$ to decrease the false detection while maintain high enough hit ratio, while in the edge regions, we need larger $T_{smooth}$ to increase the hit ratio while maintain small enough false detections. The Lena image has a few details and the majority regions are smooth regions, so the restoration results are major determined by the smooth regions. While the Walkbridge image has many details, so the restoration results are determined both by the smooth regions and edge regions. So the optimal $T_{smooth}$ of Lena image is smaller than that of Walkbridge image. It is harder to detect the noisy-free pixels in the detail region than the smooth region, so the restoration results of Lena is better than Walkbridge image.

Then we fixed $T_{smooth}$ equal to 15, to study the $T_{edge}$’s impact on the performance. The results list in Table IV. $T_{edge}$’s large scale change has little influence on the filtering results. The optimal threshold is around 50 for the two types of images for any noise rate.

Lastly, we test many other images and found that the $T_{smooth}$ and $T_{edge}$’s impact on filtering results are same as the “Lena” and “Walkbridge” images. This shows that the algorithm can achieve well enough filtering results for any image type at different noise density when $T_{smooth}$=15 and $T_{edge}$=50. Fig. 5 shows the output images of assorted images for 40% noise density. It can be seen that the proposed method successfully preserve the details while removing the most noise and only scattered tiny noise spots left. Fig. 6 shows the output images of assorted images for 20% noise density.

We also calculate the percentage of the pixels that have intensity difference in the filter window in Fig. 7. It shows that for all images, the curve have the nearly same profile. For Lena and peppers images, both the origin and 60% noise image, have the same curve shape. Before 10
intensity difference, the curves decline significantly and after 20 intensity difference, the curves remain constant. So this is why Lena filtering results are sensitive to Tsmooth and the optimal value is between 10 and 20. For Walkbridge and mandril images, they also have the same curve shape, but the shape is different from Lena’s. The curve decline gradually after 10 intensity difference. So this is why walkbridge filtering results are not sensitive to Tsmooth and the optimal value is between 15 and 35.

TABLE III. DEPENDENCE OF PSNR ON THE PARAMETER $T_{\text{smooth}}$ ON THE IMAGES (A) “LENA” AND (B)“WALKBRIDGE”

<table>
<thead>
<tr>
<th>$T_{\text{smooth}}$</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>30</th>
<th>35</th>
<th>40</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lena</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10%</td>
<td>32.83</td>
<td>35.96</td>
<td>46.94</td>
<td>37.18</td>
<td>36.82</td>
<td>35.99</td>
<td>35.16</td>
<td>34.32</td>
</tr>
<tr>
<td>20%</td>
<td>31.32</td>
<td>33.84</td>
<td>34.66</td>
<td>34.39</td>
<td>33.73</td>
<td>32.81</td>
<td>31.91</td>
<td>30.98</td>
</tr>
<tr>
<td>30%</td>
<td>29.78</td>
<td>31.83</td>
<td>32.50</td>
<td>32.14</td>
<td>31.40</td>
<td>30.49</td>
<td>29.49</td>
<td>28.63</td>
</tr>
<tr>
<td>40%</td>
<td>27.80</td>
<td>29.64</td>
<td>30.01</td>
<td>29.59</td>
<td>28.96</td>
<td>28.10</td>
<td>27.06</td>
<td>26.05</td>
</tr>
<tr>
<td>50%</td>
<td>26.19</td>
<td>27.50</td>
<td>27.54</td>
<td>26.96</td>
<td>26.21</td>
<td>25.32</td>
<td>24.26</td>
<td>23.21</td>
</tr>
<tr>
<td>60%</td>
<td>23.84</td>
<td>24.43</td>
<td>24.23</td>
<td>23.59</td>
<td>22.69</td>
<td>21.78</td>
<td>20.70</td>
<td>19.72</td>
</tr>
</tbody>
</table>

(b) Walkbridge

<table>
<thead>
<tr>
<th>$T_{\text{smooth}}$</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>30</th>
<th>35</th>
<th>40</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lena</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10%</td>
<td>25.06</td>
<td>27.10</td>
<td>28.15</td>
<td>28.87</td>
<td>29.26</td>
<td>29.46</td>
<td>29.56</td>
<td>29.71</td>
</tr>
<tr>
<td>20%</td>
<td>24.22</td>
<td>25.95</td>
<td>26.78</td>
<td>27.19</td>
<td>27.33</td>
<td>27.34</td>
<td>27.31</td>
<td>27.26</td>
</tr>
<tr>
<td>30%</td>
<td>23.08</td>
<td>24.65</td>
<td>25.38</td>
<td>25.64</td>
<td>25.70</td>
<td>25.67</td>
<td>25.53</td>
<td>25.40</td>
</tr>
<tr>
<td>40%</td>
<td>22.06</td>
<td>23.55</td>
<td>24.11</td>
<td>24.24</td>
<td>24.18</td>
<td>24.10</td>
<td>23.93</td>
<td>23.70</td>
</tr>
<tr>
<td>50%</td>
<td>20.99</td>
<td>22.15</td>
<td>22.60</td>
<td>22.69</td>
<td>22.64</td>
<td>22.46</td>
<td>22.13</td>
<td>21.76</td>
</tr>
<tr>
<td>60%</td>
<td>19.72</td>
<td>20.70</td>
<td>20.93</td>
<td>21.04</td>
<td>20.89</td>
<td>20.65</td>
<td>20.27</td>
<td>19.82</td>
</tr>
</tbody>
</table>

TABLE IV. DEPENDENCE OF PSNR ON THE PARAMETER $T_{\text{edge}}$ ON THE IMAGES (A) “LENA” AND (B) “WALKBRIDGE”

<table>
<thead>
<tr>
<th>$T_{\text{edge}}$</th>
<th>20</th>
<th>35</th>
<th>50</th>
<th>65</th>
<th>80</th>
<th>95</th>
<th>110</th>
<th>125</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lena</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10%</td>
<td>34.19</td>
<td>36.09</td>
<td>37.70</td>
<td>38.09</td>
<td>38.10</td>
<td>38.19</td>
<td>38.13</td>
<td>37.90</td>
</tr>
<tr>
<td>20%</td>
<td>31.88</td>
<td>33.18</td>
<td>34.54</td>
<td>34.92</td>
<td>34.72</td>
<td>34.43</td>
<td>34.06</td>
<td>33.59</td>
</tr>
<tr>
<td>30%</td>
<td>30.26</td>
<td>31.47</td>
<td>32.20</td>
<td>32.05</td>
<td>31.61</td>
<td>31.06</td>
<td>30.42</td>
<td>29.75</td>
</tr>
<tr>
<td>40%</td>
<td>28.55</td>
<td>29.69</td>
<td>30.13</td>
<td>29.71</td>
<td>28.77</td>
<td>28.57</td>
<td>27.11</td>
<td>26.44</td>
</tr>
<tr>
<td>50%</td>
<td>26.54</td>
<td>27.16</td>
<td>27.18</td>
<td>26.37</td>
<td>25.45</td>
<td>24.56</td>
<td>23.70</td>
<td>23.06</td>
</tr>
<tr>
<td>60%</td>
<td>24.50</td>
<td>24.65</td>
<td>24.09</td>
<td>23.06</td>
<td>21.99</td>
<td>21.16</td>
<td>20.50</td>
<td>19.98</td>
</tr>
</tbody>
</table>

(b) Walkbridge

<table>
<thead>
<tr>
<th>$T_{\text{edge}}$</th>
<th>20</th>
<th>35</th>
<th>50</th>
<th>65</th>
<th>80</th>
<th>95</th>
<th>110</th>
<th>125</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lena</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10%</td>
<td>25.62</td>
<td>27.08</td>
<td>28.26</td>
<td>28.81</td>
<td>29.02</td>
<td>29.11</td>
<td>29.13</td>
<td>29.13</td>
</tr>
<tr>
<td>20%</td>
<td>24.58</td>
<td>25.77</td>
<td>26.71</td>
<td>27.16</td>
<td>27.28</td>
<td>27.28</td>
<td>27.23</td>
<td>27.12</td>
</tr>
<tr>
<td>30%</td>
<td>23.58</td>
<td>24.62</td>
<td>25.46</td>
<td>25.77</td>
<td>25.82</td>
<td>25.72</td>
<td>25.55</td>
<td>25.35</td>
</tr>
<tr>
<td>40%</td>
<td>22.43</td>
<td>23.38</td>
<td>24.06</td>
<td>24.30</td>
<td>24.23</td>
<td>23.98</td>
<td>23.70</td>
<td>23.38</td>
</tr>
<tr>
<td>50%</td>
<td>21.24</td>
<td>22.00</td>
<td>22.61</td>
<td>22.67</td>
<td>22.47</td>
<td>22.15</td>
<td>21.80</td>
<td>21.47</td>
</tr>
</tbody>
</table>

D. Computational Complexity

Our method only needs to calculate the similarity numbers which just need to calculate the eight absolute intensity differences and at most 16 comparison operators for each pixel only once for the impulse detection. In the restoration process, we use fixed weight average method.
to restore the noisy pixel which in 3×3 filtering window. Our filter only use integer type which is faster than float type. Whereas most recently proposed filters are performed in an iterative manner (the number of iterations is typically around 5) and need time-consume sort operator and varying filter window size (the window size of 3×3 to 7×7), and use much slowly float operation. So our method is faster than most of the methods available in the literature. For example, the runtime of our method is about 40ms for 512×512 gray-scale images written in c language in the 2.4GHz CPU platform.

IV. CONCLUSION

In this letter, a new noise removal method is proposed in this paper based on local similar pattern. For any pixel to be considered as an original pixel, it should have sufficient number of similar pixels amongst its neighboring pixels in the local window. The efficacy of the proposed method is evidenced by extensive simulations. The experimental results exhibit significant improvement in performance over several other methods. Furthermore, the proposed method is very straightforward and faster.
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The Rules of Attention Shift on Display and Control Terminal Base on Situation Awareness
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Abstract—To investigate the rules of a user’s attention allocation and attention shift when they are using a display control terminal, using both methods of information processing, situation awareness theory and eye-movement tracking technology were applied to analyze the influence of different interface element layouts on attention allocation and attention shift. In this study, 26 participants performed an operating task under different display control interfaces, which were divided into two types and used to simulate different situation awareness levels, and the fixation point distribution was recorded as the evaluation index. The participants were asked to perform a daily washing task and a fixed task on the simulation interface of a cylinder washing machine. The experimental results revealed that different situations and different situational awareness levels of the participants influenced the rule of attention allocation and transfer; the information elements on the interface play a key role in the user’s cognitive process. The experimental results and users’ subjectivities were generally in agreement; thus, the present study could provide ergonomic evidence with display and control terminal interface design.

Index Terms—Situation Awareness; Attention Shift; Eye-Movement Tracking; Cognitive Engineering; Interface Design

I. INTRODUCTION

A display and control terminal in accordance with a harmonious relationship between a human, a computer and the environment is designed based on the efficient acquisition of visual information and rational attention distribution. Scientifically, human-computer interfaces are developing into complicated and diverse entities; thus, display control interface usability research has reached great importance in the accurate comprehension of visual scanning behavior and the gathering of efficient information about attention distribution. Attention, when processing the information, is usually regarded as an important psychological adjustment mechanism, which can be attributed to the limited information-processing resource and highlight the selective function of perception [1]. There are several studies on the modeling of attention distribution. Senders et al. established the first quantitative model of instrument monitoring behavior to analyze visual scanning behavior in the context of the intelligence bandwidth concept [2]. The attention model established by Itti et al. combines different visual features such as brightness, color and orientation [3]. Wickens translates the factors affecting attention distribution into information prominence, diligence, expectation and value, and he set up an SEEV model that considers these factors [4]. Nobuyuki et al. were the first to establish the attention distributive model of car drivers and to explain the relationship between psychological thinking activity and attention model by using a fuzzy control model [5]. Wu Xu and his colleagues from the Beijing University of Aeronautics and Astronautics started using two main sources of information and finally set up an attention distribution prediction model based on the significance, probability, prominence and diligence of information [6]. However, these models are all based on the dominant character of interface elements, and they predict the attention distribution with the subjective expectation by the users who have certain intentions when using a given interface.

Opposite to these previous results, attention shifts during the task; therefore, it is necessary to realize the dynamic distribution in accordance with different cases. Usage scenarios and using experiences have often been considered to be a major source of user distraction potentially diverting attention away from one functional area to another. Some operational error reviews have even related different situations and different situational awareness levels of the participants influenced attention allocation and transfer even under a same interface. Unfortunately, prior ergonomics investigations have not sufficiently addressed the eye fixation and fixation time distribution related to situation awareness.

In visual activities, attention is highly related to eye movement. In general, eye movement can best show the selective function of attention in visual information processing. The results from several studies prove that attention transformation is highly associated with eye movement during many visual tasks [7, 8, 9, 10]. Moreover, the position of attention transformation and eye movement is the same. By analyzing the general situation of users using the display and control interface of the roller washing machine with classical tasks, this study focuses on analyzing the transformative statement of attention in different functional areas under different tasks. Comparisons are made among the four interfaces to give advice on the arrangement of display and control interface.
In the present study, we sought to complement prior research by specifically addressing situation awareness that might affect attention distribution and transition setting by using four high-fidelity roller washing machine simulation interfaces (Fig. 1 shows the interfaces tested in the study). The objective was to compare participants perceptual and performance responses with these four interfaces, which have different designs of five functional areas: power, start, program, button, and screen. The utility of the present study is how the dominant character of interface elements and different situation awareness levels may contribute to participants’ attention and transition distraction based on roller washing machine interface and performance degradations.

Based on the literature review [11, 12, 13], it is possible that adjacent elements, and/or prominent elements might lead to greater participant eye fixation time and an increased potential for distraction. Our primary hypothesis was that different designs of functional areas would lead to different eye fixation distribution and operational performance. It was also expected that different situation awareness levels might lead to attention diversion in the same interfaces.

II. SITUATIONAL-AWARENESS-ORIENTED DIVISIONS OF USER MODELS

According to the SA model by Endsley [14, 15, 16], to perceive the current situation, to analyze and comprehend the current situation as well as to predict the future situation, we divided our users into three types.

(1) Inexperienced users. These users do not know anything about the washing machine interface. In daily life, they are few in number and are likely to be young people who have recently begun living independently or they could be children. Without any experience and previously developed habits, they use the interface with assistance from the instructions or they use a bottom-up attempt.

(2) Inexperienced users. These users know something about using the control interface of the electric appliances, including new appliances. With some common sense, such users usually try to use the interface from their limited experience, and have a top-down attempt to adapt to the new interface, yet they still have to make a bottom-up attempt again to master certain new functions.

(3) Experienced users. They have a well-organized experience in dealing with interfaces. Normally, they have possessed electric appliances for a long time, or they are senior citizens who are unwilling to change their lifestyle. With outstanding experience, such users will usually try the top-down method.

III. METHODOLOGY

A. Apparatus

To study the real situation of interface-using, we made electronic changes in four interfaces of roller washing machines by creating four flash models as the experimental and comparison objects (see Fig. 1).

The experimental interfaces were put on the Stimulus display end, with a resolution ratio of 1440×900, an average brightness of 120cd/m², and an average illumination of 600lx. The SMI-RED from Germany was adopted to record the eye movement because it can trace the eye movement by an IR camera on the bottom, and the subjects can freely move their heads to some extent without any equipment. The SMI-RED also maintains accurate measurements.

Figure 1. Flash model of four machine interfaces

B. Participants

This experiment entailed interviewing 26 people, 20 of whom were 26- to 40-year-old females who frequently use the roller washing machine, have and use the roller washing machine at home, are right-handed, have visual acuity (including corrected visual acuity) over 1.0, and did not have color feebleness or color blindness. They are divided into 2 groups. Group A consisted of the inexperienced users who executed tasks without getting accustomed to the testing interfaces, while group B, the experienced people, were familiarized with the interfaces in advance.

C. Experiment Design

According to the general habits of the users, the testing interfaces were arranged differently and contained the following five elements: power buttons, start/pause, rotary knob, display screen and functional button as elements 1 to 5. The experiment maintains two parts: task and free use. The users got acquainted with the procedure of attention transformation features of different interfaces, and they talked about their overall feelings. Eye movement was traced in the whole experiment.
**D. Experiment Procedure**

(1) Warming up: introduce the method of using flash and tips of using eye tracker to the users and lead them to be seated at the chair 50 cm away from the display screen and adapt themselves into comfortable gestures. Calibration should be made on heads and eyes. Before each testing, the eye trackers should be controlled by nine matrices. The users were required to keep their head and body as stable as possible.

(2) Practice: before testing, the users will practice once on the testing interface.

(3) Testing: four interfaces will be tested individually, and for each test, control measurements should be conducted to ensure the accuracy of eye trackers.

(4) Two Tasks: there are continuous single and open tasks for each interface. Group A conducts a single task first and then open tasks, while group B is the opposite of group A. After each task, the users will be asked to mark on the interface, ranging from 1 to 5 points. The appearance of interfaces are random, so different users will finish the interfaces in a different order.

**IV. RESULT AND DISCUSSION**

To know the attention distribution and scanning features of the users, we made a contrast between the inexperienced and experienced users to conclude how the elements affect attention. We also divided the five elements of the interface into 5 areas of interest (AOI, see Fig. 2). We analyzed the rational features of interface arrangement in terms of attention time, percentage of focus as well as matrixes of focus in every AOI.

![Figure 2](image)

**Figure 2.** Divide the interface into 5 AOI (interface 2)

**A. How the Position, Size and Shape of Power Buttons Affect Attention**

The task of turning on the washing machine is very easy. The inexperienced users and experienced users took a similar amount of time to complete this task except interface 3. We observed how the users make decisions by their scanning trace.

**Interface 1:** when attempting to locate the power button, users tended to look at the top right corner, and they finally found that it is in the bottom right corner. The overall tendency can be described in the picture below. All of the users finished this task swiftly and easily.

**Interface 2:** The inexperienced users first look at the top right corner and are attracted by the start button, thus making an attention transformation. They find it is not the target and return soon (see Fig. 4). They are affected by the start button, but they can still position it as quickly as the experienced users.

![Figure 3](image)

**Figure 3.** Saccades path of A05 by completing power task (interface1)

![Figure 4](image)

**Figure 4.** Saccades path of A01 by completing the power task (interface2)

**Interface 3:** all of the inexperienced users have the same problem in this section: they are attracted by the start button with focus on the right side which is not right at all. They even touch the start button until the failure shows that they are wrong. Some of them cannot complete the task until the host gives them some information (see Fig. 5). Some experienced users make some mistakes too, but all of them can eventually complete the task (see Fig. 6). Inexperienced users complete this task slowly with great difficulty, some even failed to do it, while the experienced users performed much better.

![Figure 5](image)

**Figure 5.** Saccades path of A05 by completing the power task (interface3)

![Figure 6](image)

**Figure 6.** Saccades path of B04 by completing the power tasks (interface3)

**Interface 4:** all of the users scan to the right side. Because the power button and start button have similar sizes, shape and color, with pictures but no words, the inexperienced users spend a lot of time considering the pictures (see Fig. 7), while the experienced users will quickly recognize the power button. The users need attention distribution to click correctly (see Fig. 8). Therefore, they cannot finish the task swiftly, especially when they have difficulties in positioning. The inexperienced and the experienced users do not differ in time, but rather in efficiency.

![Figure 7](image)

**Figure 7.** Saccades path of A05 by completing the power task (interface4)

![Figure 8](image)

**Figure 8.** Saccades path of B04 by completing the power tasks (interface4)
Figure 7. Saccades path of A04 by completing the power task (interface4)

Figure 8. Saccades path of B01 by completing the power task (interface4)

Figure 9. Heat map and Saccades path of the program knob (interface1)

Figure 10. Heat map and Saccades path of the program knob (interface2)

It is well known that most human beings are right-handers. Generally speaking, inexperienced users will resort to their experience to have a top-down attempt, and they are likely to look the right side when they come across a new interface, easily being attracted by shape, size and color, when their experience cannot help (see interface 3). The attention distribution becomes urgent; they need to try bottom-up to become familiar with all of the elements, and when the arrangement of the interface is too creative, the users may be confused and cannot finish the task independently. The attention transformation of the experienced users is clear, with correct positioning, but when the shape of the button is dramatically changed (see interface 4), they may need more time to think.

B. How the Program Knob Distribution of the Washing Machine Affects Attention

Research shows that users care about the washing procedure as well as the different preset parameters; therefore, the users should choose their optimal procedure and their attention will remain in the area for a long time.

A well-organized arrangement can accelerate the process of selecting information. A heat map is used to analyze important information, and the warm color is used to mark dynamic changes in time and position.

Interface 1: (see Fig. 9) Users attach importance to the central part of the rotary knob because of their interest in it. The users are accustomed to look from the left to the right to find their desired procedure. Attention is focused more in the upper region, and the inexperienced users can position and swiftly.

Interface 2: Dotted box and brackets are used to divide this section, which makes it very convenient for the users to find. Attention is focused on the procedure that they use most frequently. First, they will try an up and down method of scanning and they will stop at each part to judge whether it is their target. The inexperienced users can position easily and swiftly.

Interface 3: The power function is combined with the rotary knob, and the power-control part is above, which is an area that the users are likely to look at. In the upper left-hand corner, the rotary knob is always noticed first by the users, but they seldom use it. The procedures that are often used are arranged to the right side. The users worry that when they control it from the left to the right side, they might touch the power button, so they tend to be more careful, which consequently affects the attention distribution transformation. The inexperienced users have difficulties in positioning, which makes them inefficient at completing this task.

Interface 4: in this interface, the types of procedures are optional. Different types of procedures are not arranged in a well-organized manner around the knob. The users need to read the instructions to find the procedures that they need. For example, there are two fast-washing procedures but they are arranged awkwardly such that the users cannot use it efficiently. It is very
difficult for users, especially the inexperienced users, to use this interface.

C. How the Arrangement of Functional Buttons Affects Attention

The functional buttons are all arranged in a unique manner among the four interfaces to study how different arrangements affect attention. In this section, the eye movement between inexperienced users and experienced users is quite different, which suggests that the arrangement does affect the users greatly.

Interface 1: in this section, the users are required to start two functions of crease care followed by a 3-hour delay (see Fig. 13). When starting the former task, the inexperienced and the experienced users are similar; however, while starting the latter task, users have much more eye movement, especially the inexperienced users who require two times as much eye movement as the experienced users.

In summary, the inexperienced users are accustomed to seek information in a left-to-right manner, judging from the overall classification and positioning of their targets, and then they find the targets in an up-down manner. Based on this analysis, the users’ attention is mostly focused on the upper region. Therefore, it is useful to determine the procedures the users like to use, and arrange those in the upper areas.
Interface 2: in this interface, the users are required to start the functional button of “silver wash.” When they try it, they read the functional buttons on the left first, and then read the parameter button below the screen, and then look from left to right. After a series of eye movement, they finally complete the task. In this interface, the four functional buttons are arranged on the two sides of the screen, and the first side near the knob can be easily noticed by the users, while the other is much more difficult to be noticed. The scanning trace of inexperienced users is described in Fig. 16.

Figure 16. Saccades path of A02 by completing the open silver wash task

Interface 3: in this interface, the users are required to set the rotation speed to 1200, and they also need to start the functional button of the high water level. Most of the inexperienced users mistake the written instructions above the button for the button. Through the eye movement, we observe that they do not notice the button, but they just click the words instruction directly. In our interview, they reply that they just regarded the words as the button, and the button as a dent in the screen.

Figure 17. Saccades path of A11 by completing the adjust speed task

The high water level functional button is separated from the area of the functional buttons with vague written instructions so inexperienced users cannot comprehend their relationship clearly, and they mistook the words as the buttons, which in their eyes is not user-friendly. In such way, users cannot use it efficiently.

Figure 18. Saccades path of A12 by completing the high water level task

Interface 4: in this interface, all of the functional buttons are in the functional menu. The users can freely choose it by clicking different functional buttons, and they can click the optional button to start. Although all of the users can use it correctly, most of them do not like it. They prefer a design of separated functional buttons. In interface 4, the users need to click the menu button several times, and their eye movement correlates with the cursor, which costs a lot of time and results in lower the efficiency. Experienced users do not think highly of this arrangement; they prefer separated buttons which are easier to locate.

The functional button design of four interfaces shows that the inexperienced users are likely to search for the target among adjacent elements; thus, the buttons with similar function can be located together near the knob or the screen. The buttons and their written instructions should be well-organized which can enable the users to locate them efficiently. Each functional button should have its independent button as much as possible, so that the users will not need to read the instruction for help. When the users are accustomed to a certain functional button, they may find it directly and swiftly. This is especially true for the experienced users.

D. The Rules of Attention Transition Among AOI

By tracing the eye movement in the four interfaces, we calculated the probability of attention transition from one area to another, which enabled us to determine the general rules of attention transition among different AOI.

From Fig. 19 and 20, the transition of attention in interface 1 and 2 is not logically well-organized. The users can be easily attracted by fresh elements or adjacent elements. The users can be easily attracted by fresh elements or adjacent elements. Their eye movement does not follow a general pattern, and their efficiency of use is poor.
As shown in Fig. 21 and 22, the users of interface 3 and 4 can basically form a transition process in the following order: power button, washing procedure, display screen, functional buttons and start button. This process is in accordance with the usage habits.

Figure 21. Transition probability of the user’s attention among AOIs (interface3)

Figure 22. Transition probability of the user’s attention among AOIs (interface4)

V. CONCLUSIONS

(1) Different situations have different effects on attention distribution and transition. The inexperienced users need to process the element information, which is in top-to-bottom order [17]. According to this research, we have knowledge of how the interface elements affect attention in different situations.

(2) Under the circumstance of different levels of consciousness, people can perceive the significance and probability of the information to some extent. By processing the information features, the attention can shape a working memory, which is from top to bottom and in accordance with the feature-integration theory of attention [18]. The eye movement data provided by this study is in accordance with the users’ subjectivity, which strengthens our conclusion.

A visual display terminal should be in accordance with a harmonious relationship between humans, computers and the environment. Its design should be based on the inexpensive acquisition of visual information and rational attention distribution. Only by combining these two effects scientifically can we design products with a harmonious relationship between humans, computers and the environment.
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