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Abstract—Verified and validated security policies are essential components of high assurance computer systems. The design and implementation of security policies are fundamental processes in the development, deployment, and maintenance of such systems. In this paper, we introduce an expert system that helps with the design and implementation of security policies. We show how Prolog is used to verify system correctness with respect to policies using a theorem prover. Managing and visualizing information in high assurance computer systems are challenging tasks. To simplify these tasks, we show how a graph-based visualization tool is used to validate policies and provide system security managers with a process that enables policy reviews and visualizes interactions between the system’s entities. The tool provides not only a representation of the formal model, but also its execution. The introduced executable model is a formal specification and knowledge representation method.
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I. INTRODUCTION

High assurance computer systems are those that require convincing evidence that the system adequately addresses critical properties such as security, safety, and survivability [1]. They are used in environments where failure can cause security, safety, or survivability failures. Examples include avionics, weapons control, intelligence gathering, and life-support systems. Before such systems can be deployed, there must exist convincing evidence that they support these critical properties.

Security in high assurance computer systems involves protecting systems’ entities from unauthorized (malicious or accidental) access to information. In this context, we use the following terms: entity to refer to any data that has been encoded for transmission to or received from an entity (e.g., a method invocation, a response to a request, a program, passing a variable, and a network packet). The transmission mechanism can utilize shared memory, zero-copy message transport, kernel supported transport, TCP/IP, and so forth.

In this paper, we use the term policy to refer to security policy. In the computer security literature, policy has been used in a variety of ways. Policies can be sets of rules to manage resources (actions based on certain events) or definite goals that help determine present and future decisions. In high assurance secure computer systems, compliance with security policies is mandatory. Policies are different from guidelines, which are optional and recommended actions. Since they are not consistent, guidelines often violate systems’ security. We provided a detailed discussion of the meaning of policy in high assurance computer systems in our earlier work [2]. Broadly speaking, a security policy will address security issues: CIA (Confidentiality, Integrity, and Availability). Confidentiality is related to the disclosure of information, integrity is related to the modification of information, and availability is related to the denial of access to information. The security policies discussed in this paper are multi-level (e.g., based on security classification: Top Secret, Secret, Confidential, and Unclassified) and contain mandatory rules to guarantee that only authorized message transmission between entities can occur by imposing constraints on the actions (operations) of these entities. However, our work is not limited to military policies.

One fundamental key to successful implementation of secure high assurance computer systems is the design and implementation of these security policies. The policies must specify the authorized transactions of the system and actions for unauthorized transactions, all in a form that is implementable. Implementing the enforcement of a policy is difficult and becomes very challenging when the system must enforce multiple policies.

Policy verification and validation are essential in the
life-cycle of high assurance computer systems because they ensure that the software being developed functions as required (i.e., complies with the policy). The terms verification and validation describe two different concepts that are often used interchangeably. Verification is the process of evaluating a system to determine whether the product of a given development phase satisfies the conditions imposed at the start of that phase [3]; that is, verification takes place at the end of each phase to determine whether a phase has been correctly carried out. Validation is the process of evaluating a system during or at the end of the development process to determine whether it satisfies specified requirements [3]; that is, validation takes place just before the product is delivered to the client to determine whether the product as a whole satisfies its specifications.

Our research focuses on the Multiple Independent Levels of Security (MILS) architecture, which is a high assurance computer system design for security and safety-critical multi-enclave systems. Although our research is not limited to MILS, it works well in this capacity. MILS is a joint research effort between academia, industry, and government led by the United States Air Force Research Laboratory with stakeholder input from many participants, including the Air Force, Army, Navy, National Security Agency, Boeing, Lockheed Martin, and the University of Idaho [4], [5], [6]. The MILS architecture is created to simplify the process of the specification, design, and analysis of high assurance computer systems [7]. This approach is based on the concept of separation, as introduced by Rushby [8].

The concept of separation is used, for example, in avionics systems and is a requirement of ARINC 653 [9] (a standard for partitioning of computer resources) compliant systems. Through separation, we can develop a hierarchy of security services where each level uses the security services of a lower level or peer entities to provide a new security functionality that can be used by higher levels. Effectively, the operating system and middleware become partners with application level entities to enforce application-specific security policies. Limiting the scope and complexity of the security mechanisms provides us with manageable, and more importantly, evaluable implementations. A MILS system isolates processes into partitions that define a collection of data objects, code, and system resources. Partitions are defined by the kernel’s configuration and can be evaluated separately. This divide-and-conquer approach reduces the proof effort for secure systems.

In this paper, we introduce a model for multi-level security policies and its corresponding Prolog-based implementation. This implementation is an expert system prototype that helps with the design and maintenance of security policies. For the rest of the paper, we use the term model to refer to this expert system prototype. Understanding how the system’s entities interact is a key issue in the design and implementation of security policies. We use a graph-based tool that enables policy reviews and visualizes interactions between the system’s entities.

The remainder of this paper is organized as follows: the Inter-Enclave Multi-Policy (IEMP) framework is discussed in Section II. Verifying policies using Prolog is introduced in Section III. Enabling policy reviews through visualization is discussed in Section IV. Related research is outlined in Section V. Finally, we conclude the paper in Section VI.

II. INTER-ENCLAVE MULTI-POLICY FRAMEWORK

We introduced the IEMP framework in our earlier work [2]. In this paper, we introduce a formal verification and validation of IEMP security policies. We implement a Prolog-based model of IEMP and introduce not only visual representations of IEMP policies, but also the execution of the model. This section summarizes IEMP and introduces additional illustrations that help provide a visual description of entities’ requests.

An enclave sets a logical boundary for a group of entities that can communicate with one another according to an individual security policy responsible for that enclave. Each enclave has its own individual security policy that controls communication between entities that belong to the enclave. While an individual policy controls message communication within its enclave, IEMP handles message communication between two or more enclaves. Enclaves can be arranged in a hierarchical structure and may exist across multiple processors. Figs. 1 and 2 show MILS enclaves distributed over separate processors in user and system views, respectively.

Any interaction between MILS entities is modeled as an entity $e_1$ accessing another entity $e_2$ through access operation $op$ (e.g., read and write). $P(e_1, e_2, op)$ denotes the application of policy $P$ to access $(e_1, e_2, op)$, so $P(e_1, e_2, op)$ is of type grant or reject.

$Enclave_p$ is used to denote the domain belonging to $P$ which consists of all entities that are submitted to $P$. For any access $(e_1, e_2, op)$, a policy $P$ will contain an access rule if and only if $e_1, e_2 \in Enclave_p$. $S_e = \{P|e \in$
Enclave denotes the set of security policies that have entity e within their enclave and \( \{ P_i \}_{i \in I} \) denotes a set of security policies.

In a multi-policy enclave system with a set of security policies \( \{ P_i \}_{i \in I} \) and \( e_1, e_2 \in \bigcup_{i \in I} \text{Enclave}_i \), any access \((e_1, e_2, \text{op})\) belongs to one of the following three disjoint classes:

- **Class 1:**
  \[ |S_{e_1}| = |S_{e_2}| = 1 \land S_{e_1} = S_{e_2} \]
  Class 1 identifies the case in which interactions occur when both entity \( e_1 \) and entity \( e_2 \) belong to exactly one enclave (the same enclave). Fig. 3 shows an example of Class 1 access.

- **Class 2:**
  \[ |S_{e_1} \cap S_{e_2}| = 0 \]
  Class 2 identifies the case in which no security policy exists that has both entity \( e_1 \) and entity \( e_2 \) in its enclave. Two sub-classes exist:
  a. \[ |S_{e_1}| = 1 \land |S_{e_2}| = 1 \]
     Where each entity is a member of only one enclave. Fig. 4 shows an example of Class 2.a access.
  b. \[ \exists e \in \{e_1, e_2\} : |S_e| > 1 \]
     Where at least one of the entities is a member of more than one enclave. Fig. 5 shows an example of Class 2.b access.

- **Class 3:**
  \[ |S_{e_1} \cap S_{e_2}| \geq 1 \land \exists e \in \{e_1, e_2\} : |S_e| > 1 \]
  Class 3 identifies the case in which at least one policy provides an access rule for both entities and at least one of the involved entities is a member of more than one enclave. Two sub-classes exist:
  a. \[ |S_{e_1} \cap S_{e_2}| = 1 \]
     Where an entity is a member of more than one policy enclave. Fig. 6 shows an example of Class 3.a access.
  b. \[ |S_{e_1} \cap S_{e_2}| > 1 \]
     Where more than one policy exist for both entities that provide rules for the access. Fig. 7 shows an example of Class 3.b access.

### III. Formal Verification of Policies

Prolog is a first-order predicate logic programming language that uses Horn clauses to describe relationships based on mathematical logic. A Prolog program consists of clauses stating facts and rules. Facts and rules are explicitly defined and implicit knowledge can be extracted from Prolog’s knowledge base. Queries are used to check whether relationships hold.

We use Prolog as a method to prove system correctness with respect to policies using Prolog’s theorem prover that is based on a special strategy for resolution called SLD-resolution [10]. Unlike programs in many other procedural programming languages, a Prolog program is not a sequence of processing steps to be executed. A Prolog program is a set of formulas (axioms) from which other formulas expressing properties of this program may...
be deduced as theorems [11]. A theorem is proved using a proof procedure that is a sequence of rules of inference producing new expressions from old ones; the inference rules are repeatedly applied to a set of formulas and the new expressions, until the desired theorem appears [12].

In Prolog, the theorem to be proved is the starting goal (clause), while the inference rules and formulas are the program itself.

Because of its simple declarative nature, Prolog is an appropriate language for expressing and verifying security policies. To determine all possible answers to a query, Prolog supports backtracking. Backtracking is the process of determining all facts or rules with which unification (determining whether there is a substitution that makes two atoms the same) can succeed. Many authors in the literature indicated the use of Prolog as a policy specification language, including Lin [13] who argued that Prolog is a suitable language for specifying security policies due to multiple features: it is based on a subset of first-order logic with a solid mathematical foundation, it is a productive modeling language supporting incremental policy writing and refinement, it is able to reason from a set of rules, and it supports meta-level reasoning which makes policy conflict detection possible.

A. Implementation

Our model is menu-driven and test cases were run against it to check not only the program’s correctness, but also its robustness; we provided invalid input data to determine whether the program was capable of dealing with bad data (e.g., invalid data types of arguments). We do not include the whole implementation model in this paper, we discuss an excerpt from it: only facts and rules (for Classes 1, 2, and 3) are discussed that demonstrate a knowledge base scenario. The expressed policy is based on the simple security property (no read-up: an entity cannot read from another entity at a higher security classification than itself) and star property (no write-down: an entity cannot write to another entity at a lower security classification than itself) as defined by Bell-LaPadula [14]. As demonstrated in the model, we use a closed security policy where only the allowed operations are specified; only authorized entities are allowed access. The operations to be denied are not explicitly specified because Prolog’s negation-by-failure mechanism will enforce a default denial on messages other than those explicitly allowed by the knowledge base and inference rules.

B. Facts

We present a scenario that consists of entities that are users; however, in general, entities can be files, printers, or any source or destination through which information can flow. In the scenario, entities, enclaves, roles, and allowed operations between entities are defined as Prolog facts. The entity set is EntityId_EntityName = { (210,diala), (456,trudy), (698,evey), (331,raneem), (704,trudy), (555,penny), (369,dana), (491,diosa), (675,tina), (810,sam) }; the enclave set is Enclave = { 1, 2, 3, 4 }; the role set is Role = { Faculty, Staff, BS Student, MS Student, PhD Student }; and the operation set is Operation = { Read, Write }.

We define a security classification set Security_Classification = { 1, 2, 3, 4 }. We use the following values for security: 1 to refer to a security classification of Unclassified, 2 to refer to a security classification of Confidential, 3 to refer to a security classification of Secret, and 4 to refer to a security classification of Top Secret. A higher number indicates more authority.

We also define a priority set Priority = { 1, 2, 3, 4 }. A priority (importance) is a factor in determining whether an entity is given permission to access another entity for Class 3 accesses. An entity is assigned a priority number based on the highest security classification of the enclaves that it belongs to. A higher number indicates more authority.

Enclaves, roles, security classifications, and priority values, which are defined as Prolog facts, are assigned to entities. The format of the classification() predicate is: classification(EntityId, EntityName, Enclave, Role, SecurityClassification, Priority).

C. Rules

After Prolog facts have been defined, Prolog rules for Classes 1, 2, and 3 are stated. We briefly discuss Class 1 rules and include excerpts from Classes 2 and 3 rules.

1) Class 1 Rules: Class 1 rules process read and write operation requests for entities that are members of the same enclave. We define an allow() predicate that processes entity access operations. The format of the allow() predicate is:

```prolog
allow(EntityAId/EntityAName/EnclaveA/RoleA, Operation, EntityBId/EntityBName/EnclaveB/RoleB, Response)
```

where Response is either to allow or deny entity access.

2) Classes 2 and 3 Rules: Class 2 identifies the case in which no security policy exists that has both entity A and entity B in its enclave, defined as follows:

```prolog
%if entities belong to different enclaves,
%then set Class 2.a flag
```
not_equal(EncA, EncB) ->
flag(FlagClass2a),

% check entities A and B for Class 2.b access
class_2_b(IdA/EntA/EncA/RoleA,
IdB/EntB/EncB/RoleB, NAX, NBY),

% check whether entities A and B belong to more than one enclave
type_belong_more_than_one_enclave(NAX, NBY, FlagClass2b),

% in Class 2.a and Class 2.b access, check if the flag of the ss-property or *-property has been set and check whether entity A has a higher priority than that of B's
((FlagClass2a == 1) ->
  ((not_equal(
    FlagPrintSSProperty, 1);
    not_equal(
      FlagPrintStarProperty, 1)
  ) ->
    (higher_or_equal_priority(
      PriorityA, PriorityB) ->
    !;
    flag(FlagClass2aNotAllowed)
  );
  !)
; ((FlagClass2b == 1) ->
  ((not_equal(
    FlagPrintSSProperty, 1);
  not_equal(
    FlagPrintStarProperty, 1)
  ) ->
    (higher_or_equal_priority(
      PriorityA, PriorityB) ->
    !;
    flag(FlagClass2bNotAllowed)
  );
  !)
).

Class 3 identifies the case in which at least one policy provides an access rule for both entity A and entity B and at least one of the involved entities is a member of more than one enclave. A built-in Prolog predicate called findall() is used to find all solutions in a list (data type): findall(S,C,L), where L is the list of all S that satisfy condition C. Prolog generates solutions one by one by using backtracking, but in order to collect all solutions in a list, Prolog uses the built-in predicates: bagof(), setof(), or findall().

We build a list of the current entities and check class type (3.a or 3.b) as follows:

% get a list of the source and destination enclaves from the Class 3 list
findall(EncAXX, member(IdA/EntA/EncAXX/RoleA,
IdEntEncRoleListClass3), EncAClass3EnclaveListNew),

% get the intersection of the source and destination lists
intersection(EntAClass3EnclaveListNew, EntBClass3EnclaveListNew, IntersectionList),

% check whether the access of the entities in the intersection list is Class 3.a or Class 3.b
class_3a_3b(IntersectionList, FlagClass3a, FlagClass3b),

% in Class 3.a and Class 3.b access, check if the flag of the ss-property or *-property has been set and check whether entity A has a higher priority than that of B's
((FlagClass3a == 1) ->
% class 3.a
  ((not_equal(
    FlagPrintSSProperty, 1);
  not_equal(
    FlagPrintStarProperty, 1)
  ) ->
    (higher_or_equal_priority(
      PriorityA, PriorityB) ->
    !;
    flag(FlagClass3aNotAllowed)
  );
  !
)
; ((FlagClass3b == 1) ->
% class 3.b
  ((not_equal(
    FlagPrintSSProperty, 1);
  not_equal(
    FlagPrintStarProperty, 1)
  ) ->
    (higher_or_equal_priority(
      PriorityA, PriorityB) ->
    !;
    flag(FlagClass3bNotAllowed)
  );
  !
).

We define a dominate() predicate that determines whether entities dominate one another (based on the simple security and star properties as defined by Bell-LaPadula [14]). The format of the dominate()
predicates is:

\[
\text{dominate(EntityAxId/EntityAxName/EnclaveAx/RoleAx, EntityBxId/EntityBxName/EnclaveBx/RoleBx)}.
\]

The rule is defined as follows:

\[
\%\text{check whether entities dominate one another based on their security classifications}
\]

\[
\text{dominate(idAx/entAx/encAx/roleAx, idBy/entBy/encBy/roleBy) :-}
\]

\[
\text{classification(idAx,entAx,encAx, roleAx,cl1x,_,_),}
\]

\[
\text{classification(idBy,entBy,encBy, roleBy,cl2y,_,_),}
\]

\[
\text{(cl1x >= cl2y).}
\]

IV. ENABLING POLICY REVIEWS THROUGH VISUALIZATION

SHriMP (Simple Hierarchical Multi-Perspective) is a graph visualization tool that is designed to enable the exploration of complex software programs and knowledge bases [15]. In our model, we use the stand-alone SHriMP which is a Java application that uses GXL data format. GXL is an XML-based standard exchange format for graph representation [16]. In order to present information flow graphical representations of the system, we developed a software interface that provides a communication mechanism between our model and the SHriMP tool. The interface maps Prolog’s facts and rules into a standard graphical format that can be shared with other visualization tools.

A. Benefits of Policy Visualization

Being able to explore and navigate hierarchical representations of security policies provide significant benefits. Visual representations enable system security managers to perform policy reviews, such as walkthroughs, that help uncover errors and deficiencies during the policy development and maintenance processes. Because it can display graph hierarchical structures in Java (which is a common software, thus providing flexibility and portability), SHriMP can integrate GXL’s standard format with other tools in different domains. Although in this paper we show visual representations of a relatively small policy scenario, SHriMP can scale to larger complex policy systems [17]. SHriMP provides different methods of visualization that can produce different views of data that are hidden in the model. Data can be filtered (modified) to customize how information is presented.

B. Policy Visualization

We use directed graphs to visually present information flow between entities. Nodes in a graph represent entities and arcs (between the nodes) represent allowed communication between entities. Since a group of entities that are members of an enclave can communicate with one another within that enclave without restrictions (as discussed in Section II), we do not show any read and write operations (archs) in the graphs for Class 1 entity access; arcs are shown only for entities that communicate between different enclaves.

In order to display a message on the screen that describes allowed communication between entities, we hover the mouse pointer over a certain arc, and a message indicating properties of the arc will be displayed; moving the pointer away will cause the message to disappear. For example, the message “dana.369Faculty.4 —read— > tina.675_ms_student.2” indicates that Dana, identification number of 369, role of faculty, and security classification of 4 is allowed to read from Tina, identification number of 675, role of MS student, and security classification of 2.

In order to provide views of the system’s entities and characteristics of the policy model, we present some graphical representations. The following figures show policy visualization representations of the Prolog model. The representations that we discuss in this paper are subsets of what have been implemented; we show the following allowed accesses: all read and write operations, Class 2.a read operation, Class 2.b write operation, Class 3.a read operation, and Class 3.b write operation.

Fig. 8 shows read visual representations for all the system’s entities; the arrows indicate the direction of one-way read operations. Fig. 9 shows write visual representations for all the system’s entities; the arrows indicate the direction of one-way write operations. In both figures, the arrows, shown as bold lines, indicate the direction of one-way read and write operations for a specific entity (Dana, identification number of 369, role of faculty, and security classification of 4).

Fig. 10 shows a read operation for Class 2.a access, where Diosa, identification number of 491, role of staff, and security classification of 4 is allowed to read from Trudy, identification number of 704, role of staff, and security classification of 2 (shown as a bold, solid, red line).

Fig. 11 shows a write operation for Class 2.b access, where Diosa, identification number of 491, role of staff, and security classification of 1 is allowed to write to Dana, identification number of 369, role of faculty, and security classification of 3 (shown as a bold, dashed, blue line).

Fig. 12 shows a read operation for Class 3.a access, where Diosa, identification number of 210, role of faculty, and security classification of 4 is allowed to read from Dana, identification number of 369, role of faculty, and security classification of 3 (shown as a bold, solid, red line).

Fig. 13 shows a write operation for Class 3.b access, where Sam, identification number of 810, role of BS student, and security classification of 2 is allowed to write to Dana, identification number of 369, role of faculty, and security classification of 3 (shown as a bold, dashed, blue line).

V. RELATED WORK

Significant related work regarding security policies had been reported in the literature, including our earlier
work [2], [18], [19]. In this section, we focus on related policy work regarding Prolog and visualization techniques.

Although various languages had been proposed for specifying policies for different purposes, a standard language does not yet exist for the policy community to use. Moffett and Sloman [20] provided an analysis of policy hierarchies by specifying policy hierarchy refinement relationships in Prolog. Lupu and Sloman [21] applied Prolog to meta-policies to identify several types of policy conflicts. DeTreville [22] presented Binder, a logic-based security language that provides low-level programming tools to implement security policies. Binder adopted Prolog’s syntax and its programs can be translated into Prolog.

A discussion of multiple visualization techniques can be found in recent surveys [23], [24], [25]. One of the first visualization environments that were used by system developers was FIELD (Friendly Integrated Environment for Learning and Development) that provided an understanding of programs’ behavior [26]. SmartMap is a security policy visualization tool that provides improved security by allowing security managers to validate the integrity of their security policy prior to deployment [27]. The GSEE (Generic Software Exploration Environment) tool was applied to improve the understanding of different software products [28].

VI. CONCLUSIONS

A fundamental issue in high assurance computer systems is the protection of information against unauthorized access. This paper introduces a Prolog-based
model and shows how Prolog is formally used to verify the security policies of a multi-level secure high assurance computer system. In order to reduce policy life-cycle development time, we show how visual representations of security policies are used to provide system security managers with a tool that helps in the process of development and maintenance of security policies.

The approach proposed in this paper is an important step towards leveraging a set of methods and tools that help with the design of security policies. Future investigation is needed to better understand policy systems’ behavior and further explore other benefits of policy visualization, including measuring security metrics (properties) and providing a tool for testing system usability.
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